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. Abstract

Neural network has been renown for its applications in
many fields of research especially related to pattern
recognition. In this paper, Hybrid Radial Basis Function
(HRBF) Neural Network will be exploited to carry out the
Carbon Monoxide forecasting. This research utilized the
past Carbon Monoxide data to forecast Carbon Monoxide
concentrations for several "hours in advance. Instead of
performing the off-line forecasting technique, this r..esearch
tries to forecast the Carbon Monoxide concentrations by
on-line technique. To establish this requirement. the HRBF
network is trained by using Adaptive Fuzzy C-Means
Clustering Algorithm and Exponential Weighted Recursive
Least Square Algorithm. For evaluation purpose, we lise
Carbon Monoxide concentration time series from three air
quality monitoring stations situated at Sekolah Menengah
Victoria, Wi/ayah Persekutuan Kuala Lumpur; Sekolah
Kebangsaan Raja Muda, Selangor; and Institut Latihan
Perindustrian, Penang. The performance of each model ;.\'
-indicated in the terms of coefficient of determination (R1

)

between observed andforecast values, The results showed
that the HRBF Network has the credibility to be used as a
Carbon Monoxide forecaster and its performance
dependent on the complexity ofthe data.
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Introduction

Carbon Monoxide (CO) are the leading cause of poisonous
death ill the United States [1] & [2]. Based on the Journal of
the American Medical Association (lAMA), around 1500
deaths every year due to CO poisoning [I}. Recently a
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research has reported that continuous exposure to a thin
amount of Carbon Monoxide can lead to the debilitating
residual effects that may continue for days',. months and
even years [2].

Nearly all the Carbon Monoxide poisonous' cases were
contributed by the vehicle's exhaust. This statement are .
based 011 the Centers for Disease Control and Prevention's
record (1996) which stated that between 1979 to'1988, 57%
from 11547 deaths of Carbon Monoxide poisoning were
caused by vehicle's exhaust production [3]. . ,

In Malaysia, Carbon Monoxide are emitted into the urban
'atmosphere mainly from vehicle exhausts [4]. CO ··is a
colorless, odorless but poisonous gas, a product.of
incomplete burning of hydrocarbon based fuels.' CO
consists of a Carbon atom and an Oxygen atom linked
together.

,/A lot of researches have been carried out to detennine· the
factors which control CO concentrations in order to enable
the development of tools .for forecasting. the res~lting··
pollutant concentrations. One approach is to predict future
concentrations by using statis~ical model which attempt to
detennine the underlying rehit,ionship between input data
and targets. An example of statistical approach is regression
analysis. It has been applied to CO modeling.and prediction
in a number of studies [5],[6]. .

Another method in statistical modeling is Artificial Neurai
Network (ANN). It is well known that ANN can model
non-linear systems and itJ1as been used to model Sulphur
Dioxide concentrations in Slovenia [7] and to model PMu
concentrations in Santiago, Chile [8]. In this paper, ANN
was used to model and predict hourly CO concentrations
from readily observable CO data.



Figure J: The HRBF architecturefor forecasting CO
concentration

value is then used as a new input to forecast CO val
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In general, the HRBF architecture for forecasting Co
concentration is shown in Figure l. Input to the HRBF
consists of several numbers of previous CO concentratio
which was arranged in a specific form based on researcbJ.1
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~e e~tl~n. owever e numbers of input lags to the HRBF
IS InDIted to 60 lags only.. The same restriction is also
applied to the number of hidden nodes used. Yet the
maximum numbers of hidden nodes has been restricted to
80. These limitations can be explained by the importance of
reducing the processing times and load in the system itself.
The output node for Single Model is taken as one and it will
represents the forecasted CO concentration.
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.Forecasting Performance

Ding, Canu and Denceux [13] stress that the selection of
input lag and the structure of neural network have strong
impact on the forecaster performance. In parallel to this, an
analysis on input selection and network structure must be
made. In this research the Single Model have gone through
two analyses, first to determine the best input lag and
second to determine the correct number of HRBF centers.
Both analyses were made by replacing other HRBF
parameters with the typical values [9]. The model were
trained and tested on the Traffic Data, Residential Data and
Industrial Data. The performance of the model is indicated
in tenns ofcoefficient of determination (R2) given by

There exists a lot of neural network architectures. However
majority of the neural network based forecasters use the
feed forward Multilayer Perceptron neural network [9]. In
this paper, Hybrid Radial Basis Function (HRBF) neural
network with Adaptive Fuzzy C-Means Clustering
Algorithm [10] and Exponential Weighted Recursive Least
Square Algorithm [11] have been used to model the CO
concentrations time series. The HRBF network and the
algorithms were chosen because it can be implemented in
the on-line technique. Details about HRBF neural network
can be found in [12].

Neural Network Predictors

The standard neural network method of performing time
. series prediction is to induce the function f in a standard

feed forward neural network architecture, using a set of N­
tuples as inputs and a single output as the target value of the
network. By using this method, the on-line forecasting on
CO concentrations by using neural network was made. In
the on-line technique, the network parameters are always
updated whenever they receive new input. These make on­
line technique yields better performance compared to off­
line technique.

Approach and Methods

Data

.The data for this investigation were obtained from Alam
Sekitar Malaysia Soo. Bhd. (ASMA) Malaysia. These data
contain the average hourly CO measurement for variables
such as temperature, wind speed and wind direction. The

'first data set is a Traffic Data from 1st January 2001 to 5th
May 200 I (3000 data) were selected from a site operating at"
Sekolah Menengah Victoria, Wilayah Persekutuan Kuala
Lumpur (Traffic Data). These data are classified by ASMA
as CO concentration data in the traffic area. For these data,
the average concentration is 2.73 ppm, the maximum is
13.85 ppm and the standard deviation is 1.64. The second
set of data was obtained from a site operating at Sekolah
Kebangsaan Raja Muda, Selangor and was classified by
ASMA as CO concentration data for residential area
(Residential Data) whereas the third data was obtained from
Institut Latihan Perindustrian, Penang and are classified as
Industrial Data. The average concentration, maximum
concentration and standard deviation for Residential Data
are 0.859 ppm, 5.82 ppm and 0.802. For Industrial Data, the
average concentration, maximum concentration and
standard deviation are 0.579 ppm, 3.42 ppm 0.433.
respectively. The rationale to evaluate the selected ANN by
using three different categories ofCO data is to confmn the
ANN's capability in performing the on-line CO
concentration forecasting.

In this study, the number of steps ahead to be forecasted has
been restricted to eight. There are three different
architectures that can be used to detennine multiple steps
ahead forecasting. The first architecture is to use a. single
HRBF to forecast CO value at time t+ 1 and the forecast

n,

2: (e(t)Y
R2 =1- I=n" (1)

n,

:L(y{t)- y)2
t=na
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where i(t) and y(t) are estimated error and observed value

at time I, y is the ave~eobserved vallle~ nd and n, are
the first and the last test data respectively.

Traffic Data

The analysis to find out the best input lags for Traffic Data
gave results as in Figure 2. From Figure 2, it can be
concluded that the performance of Single -Model depends
on the selection of input lags. It can be noted that -the R2

value change when the input lags were changed. Apart from
that the perfonnance of the model in multiple steps ahead
forecasting was faded when the numbers of input lags used
is smaner than 24. However model seems to perform well
especially in multiple steps ahead prediction while
operating in the range of input lags from 27 to 44. Further
increase in the number of lags greater than 46 do not give
much benefit to the model, in fact it deterioration the model
performance. Three input lags that provided the highest R2

value for every step ahead prediction were selected and
shown in Table 1.

Table I: Selected Input Lags For Traffic Dala

Number

2
3

The selected input lags was then Used in the-analysis· to fmd ­
out the correct number of HRBF centerStorepresentthe
Traffic Data. This analysis-'Yields the results shown in the
Figure 3 below.

From the result, it can be concluded that the HRBF network
needs number of centers in the range of 4 to 20 in order to
perform well. However, the use of large number of centerS
must be avoided because it can degrade the model
performance in terms of time consuming. Table 2 shows the
highest~? value achieved for each lag. From this result, the
best model performance can be achieved by using input
lags (/-1)(/-2)(/-3) ... (/-27)(1-28) and the number of center- .
47.

Table 2: The Highest If Value AchievedFor Each Lag

2 3
63 10

. 0.70 0~72

.0.47 0.47
0.46 -0.46
0.44 0.45·
0.45 0.45
0.46 0.44
0.46 ·0.45
0.46 0.45
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Residential Data

The analysis to find out the best input lags for Residential
Data yields .results -shown·· in Figure· 4. By considering the
graph plot in Figure 4, it can be noted that Single Model is
capable to perform one step ahead prediction by just using
four input1ags. Nevertheless, the model fail to perfonn weU
in multiple steps ahead prediction and the R2 value for four
and eight steps' ahead are around 0.3 to 0.4. However the
performance of the model increases wh~n the' number of
~put lags increases. It can be observed that the model gives
good perfonnance at the number of' input lags' 25 and

.'above. '

. From the graph in Figure 4, a total of three input lags have
been identified to be used in the analysis to determine the
correct number of HRBF center. Table 3 shows the selected
input lags for Re~idential Data.

The result of analysis to find out the HRBF center for
Single Model was given in Figure 5 below. Table 4 shows
the highest R2 value achieved for each lag. From the·result,
the best perfonnance for Single Model can be achieved by
using input lags (t-IXt-2Xt-3) ... (t-58Xt-59) and number of'
center of36. '

Number

2
3

Table 4: The Highest R! Value Achieved For Each Lag

Lag 1 2

Number of Center 18 17

Step 1 0.88 0.87

Step 2 0.66 0.68
Step 3 0.46 0.61
Step 4 0.28 0.59

Step 5 0.16 0.57
Step 6 0.23' 0.57
Step 7 0.23 0.55

Step 8 OJ7 0.55
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eight steps ahea<;l prediction. Despite that, the second input
lags that is (t-lXt-2)(t-3) ... (t-23Xt-24) produce the most
accurate prediction with the R? value exceeding' or
reaching 0.8 ·for every step ahead prediction: The outcome
from_the analysis to" determine the optimized structure of
Single Model for Industrial Data' was shown iIi' Figure 6
and Figure -7. Table 6 shows the optimized structure of
Single Model for Industrial Data. .

Table 6: The Highest If Value AchievedFor Each Lag

Industrial Data

The. analysis todetennine the. best input lags for Industrial
Data by using the Single Model produces results as shown
in Figure 6. By observing the graph, the perfonnance 'of
Single Model appears to be superior by simply using input
lag (t-I). Whenever the number of input lags used
increases, the value of R2 for multiple step ahead
prediction .also boosted. The model ..begin to .perfonn
pleasantly at the input lags starting from 25 abOve. Alike
two previous data, a total ofthree most excellent input lags
were selected to be used in the analysis to detennine the
optimize number of hidden nodes for Industrial Data.
Table 5 shows the selected input lags for Industrial Data.

Table 5: Selected Input Lagsfor Industrial Data

Number

2
3

In general, every selected input lags listed in Table 5
produced a considerable good perfonnance. The values of
R2 test o~tained by using these input lags go above 0.4 for

Lag

Number ofCenter
Step I
Step 2
Step 3
Step 4
Step 5
Step 6
Step 7

Step 8

45
0.84.
0.64
0.56
0.54
0.53
0.50
0.48
0.45

3

35
0.85
0.75
0.67
0.64
0.61

. 0.59
0.59
0.58
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Additional Analysis

By referring to the result$obtained from ·the optimization
-an~lysis of the Single. Model's -stTuctures,it can be
concluded that the Single Model 'needs at least 24 average
data of previous CO concentration to perfonn CO
forecasting. Besides using the suitable input lags, the
Single Model also need number of hidden nodes greater

'than 30 to produce the stable and accurate forecasting.

Although·' Single Model seems to perfonn well in
forecasting three different categories of CO data, the

'capability of the Single Model to forecast unsteady data
must been examined. To achieve this, a set of combined
.CO data will be introduced. The combined data consists of
6000 CO data by combining 2000 Residential Data, 2000 '
Traffic Data and 2000 Industrial Data sequentially. The
sh3:pe of the combined CO data was shown in Figure 8
below.

'Pte ,performance' of the Single Model to predict the
combined CO ,data was evaluated in the form of MSE test.
Since the' analysis was completed by using the combined
CO da~ the data. used to .calc;ulate the MSE values were

arranged by following the order ofthe combined data. An
amount of 500 data from each category will be used to
measure the MSE value in this analysis.

The MSE test was carried out by selecting the input lags of
the Single Model as (t-I)(t-2)(t-3) ... (t-29)(t-30) and the
number of-hidden nodes as 35 while the value of JJ(O) and
q were taken as 0.95 and 0.30 respectively. The MSE
values obtained were plotted versus training data as shown
in Figure 9.

Referring to the MSE plot in Figure 9, we can observed
that the Single Model will continuously updates the
weights parameters to suite with every variation in the
data. It can be observed that the MSE values start to
converge after 100 training data and reach the good values
after 1000 data. However when the pattern and values of
the com~ined data changed drastically ·at point 200 I, the
weights of the Single Model again being revised to suite

, the new unseen data. The modifications of the weights
caused the prediction value diverged from the' actual
values. However, after some times, the Single Model
seems to be able to update the weights to match with the
subsequent variation ofdata.

Grcph co Concentration versus Number of Data
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(;onclusion

The .resultS have provecfthat· the .Hybrid Radial BaSis
Function (HRBF) network trained by on-line algorithm"S
(Adaptive Fuzzy C·Means Clustering and Exponential
Weighted Recursive Least Square Algoritlun) can produce
overwhelming forecasting results. However the accuracy
of forecasted oyalue depend on the complexity of -the
analyzed data and the selection of the optimized HRBF
structure. Generally, the HRBF neural network has been
shown to be a useful tool for CO. prediction. This work
proved that the HRBF network can model the relationship
between past CO values with the present value in a time
series without any external guidance. Consequently, this
enables the model to be easily constructed.

It is known that Carbon Monoxide gas concentration
tremendously depended on the meteorology circumstances
in the surrounding environment. Thus, considering the
meteorology data such as wind speed and relative humi~ity

can be a useful attempt to improve the forecasted CO
value.
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