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ABSTRACT
In natural languages, a word can take on different meanings in
different contexts. Word sense disambiguation (WSD) refers
to the task of determining the correct meaning or sense of a word
in context. It is an intermediate task essential to many natural
language processing problems, including machine translation,
information retrieval and speech processing. We focus on WSD
in the context of machine translation. This involves resolving
ambiguous words in the input sentence, so that words in a target
language reflecting the correct senses can be chosen - a process
also known as target word selection. The WSD module
developed here will be used to complement and improve an
existing example-based machine translation system. Ours will be
a hybrid approach, drawing on a lexical ontology, which will be
developed as part of this research and a bilingual knowledge-base
of translated sentence pairs as the knowledge source. In addition,
the lexical ontology to be constructed will be a reusable resource
for other NLP tasks.
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1. INTRODUCTION
Word sense disambiguation (WSD) refers to the task of
determining the correct meaning or sense of a word in context
[7]. Approaches to WSD have moved from AI methods in the
1960's, to knowledge-based methods in the 1980's, which first
used knowledge drawn from dictionaries and thesauri. Since the
1990's, statistical and corpus-based methods, which first existed
in the late 19th century[4], have regained a strong popularity.

Rather than an isolated problem, WSD is an intermediate task
which often forms part of other natural language processing
(NLP) tasks, such as machine translation, information retrieval
and speech synthesis. In particular, this research will focus on
WSD in the context of machine translation.

2. RESEARCH MOTIVATION
Machine Translation (MT), or automatic translation, is the
"application of computers to the translation of texts from one
natural language into another" [3J. Given an input sentence in a
source language (SL), an MT system must produce an output
sentence in a target language (TL) that is both structurally and
semantically correct. To fulfil the latter requirement, ambiguous
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words in the input sentence must be disambiguated, so that words
in the TL reflecting the correct senses can be chosen - a process
also known as target word selectiol1

Following the limited success of
ready availability of corpora resources, corpus-based methods for
MT using parallel texts have become increasingly popular in
recent years. Example-based Machine Translation (EBMT) uses
existing translations, i.e. aligned pairs of sentences in the source
language and target language, as a basis to translate new input
sentences.

AI-Adhaileh and Tang's EBMT system [1] compares the
dependency structure of an input sentence with those of
translation examples in a Bilingual Knowledge Bank (BKB).
This, in addition to part-of-speech information, solves the WSD
and word selection problem to a certain extent - but still
insufficient to produce satisfactory translation frequently enough.
Hence, extending this system with a WSD module should
improve the quality of the translation results. We propose a
hybrid model, using the corpus in the said BKB (corpus-based)
and a lexical ontology (knowledge-base'd) as our knowledge
source.

3. LEXICAL ONTOLOGY
An ontology is an "explicit formal specifications of the terms in
the domain and relations among them" [2]. It defines concepts,
terms and vocabularies in a domain, and also the relationship
among these concepts. Concepts are organized in a taxonomy,
with sub-classes inheriting properties and specializing from
super-classes. This similarity to the object-oriented paradigm
serve to provide a knowledge representation that is naturally
understood by humans while being machine- interpretable.

Ontologies are used to share common understanding of the
structure of information, to enable reuse of domain knowledge,
and to separate domain knowledge from operational knowledge
[8]. Ontologies form a knowledge base together with instances
created from defmed classes. They can be a powerful tool for
tasks such as translation, where information authored in a single
language is converted for multiple target platforms, or for
specification and development of software [5].

We propose the construction of a lexical ontology, where each
lexical entry of a word's senses will contain a variety of
linguistic and semantic information. We will use this
information, together with the hierarchy and relationships in the
ontology, to disambiguate an ambiguous input word, in order to
select an appropriate translation word. In addition, the
information contained in the ontology can also be reused for
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other NLP tasks, such as information retrieval and speech
processing.

4. SUMMARY
We propose the construction of a lexical ontology as part of an
approach to WSD in machine translation. Although many other
researchers (e.g. [6] and [7]) have adopted similar methods, we
will construct our ontology to suit an existing Example-Based
Machine Translation system.
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