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KAEDAH TENAGA-STABIL PENGEDARAN SISA UNTUK SISTEM

PERSAMAAN AIR CETEK

ABSTRAK

Satu kaedah Pengedaran Sisa Tenaga-Stabil (ESRD) yang canggih telah diperluask-

an untuk sistem Persamaan Air Cetek (SWE) sebagai satu penambahbaikan daripada

kaedah isipadu (ESFV) terhingga tenaga-stabil untuk mewarisi ciri multidimensi, ke-

pekaan yang minimum terhadap gangguan grid dan keupayaan untuk mencapai urutan

ketepatan yang lebih tinggi dengan stensil yang lebih kecil. ESRD mengenakan kawal-

an tenaga secara serentak dengan pengiraan pembolehubah utama melalui pemetaan

pembolehubah konservatif utama kepada pembolehubah tenaga. Keadaan pemulihara-

an tenaga dan keadaan tenaga-stabil dicapai melalui reka bentuk isyarat isotropik dan

isyarat buatan masing-masing. Hanya kaedah yang jelas telah dikaji untuk mengekalk-

an keberkesanan kos skema ini. Sumbangan utama kajian ini ialah pendiskretan istilah

sumber untuk mencapai sifat keseimbangan berangka. Kesan variasi kecondongan grid

atas ketepatan dan kestabilan ESRD diperiksa berdasarkan analisis skalar. Parameter-

parameter kebebasan telah diselidikan untuk memperoleh sifat positif (skim urutan

pertama) dan sifat pemeliharaan linear (skim urutan kedua). Skim terhad bukan line-

ar juga direka dengan pencampuran skim urutan pertama dan kedua. Berbeza dengan

ESFV, ESRD telah menunjukkan kebolehan untuk mengekalkan urutan ketepatan wa-

laupun pada grid segi tiga dengan perawakan yang tinggi. Keseimbangan skim yang

dicadangkan telah disahkan dan urutan ketepatan versi skim yang seimbang dipelihara.

xvi



ENERGY-STABLE RESIDUAL DISTRIBUTION METHODS FOR SYSTEM

OF SHALLOW WATER EQUATIONS

ABSTRACT

A state-of-the-art Energy-Stable Residual Distribution (ESRD) method is expanded for

a system of Shallow Water Equations (SWE) as an improvement over the finite vol-

ume counterpart (ESFV) for inheriting multi-dimensional feature, minimal sensitivity

to grid distortions and the ability to achieve higher order accuracy with smaller sten-

cil. ESRD imposes energy control simultaneously with the computation of the main

variables through the mapping of primary conservative variables to energy variables.

The energy conservation and energy stable conditions are achieved via the design of

isotropic signals and artificial signals respectively. To preserve the cost-effectiveness

of the scheme, the work is limited to only full explicit approach. The main contribution

of this work is the source term discretisation which is designed to achieve numerical

well-balanceness property. The effects of grid skewness variations on the order of

accuracy and stability of ESRD were examined based on scalar analyses. Different de-

grees of freedom were manipulated to achieve positivity (first order scheme) and linear

preserving (second order scheme) properties. A non-linear limited scheme is also con-

structed with the blending of the first and second order schemes. Unlike ESFV, ESRD

demonstrates its ability to preserve the order of accuracy even on high randomized

triangular grids. The well-balancedness of the proposed scheme was validated numer-

ically and the order of accuracy of the well-balanced version of the schemes are still

preserved.

xvii



CHAPTER ONE

INTRODUCTION

1.1 Background

Within the context of scientific studies of fluids, there are generally three main

branches to obtain solutions of fluid dynamics, namely analytical, numerical and ex-

perimental means. By using established mathematical models of fluid flow, the ex-

act solutions can be formulated through analytical approach. However, the governing

equations usually do not have closed solutions with the exception of specific simpli-

fication on the flow conditions and geometries which renders the applications of this

approach to be very limited. On the other hand, the experimental approach involves

physical re-enactment of the actual fluid flow conditions. Although the experiments

can be scaled based on certain dimensionless parameters to simplify them, the results

of the tests are still susceptible to numerous experimental errors as well as the lim-

itations of measuring devices. Besides, the experiments are usually relatively more

expensive, time-consuming and not economical to be used for the whole engineering

design process.

The numerical approach, categorized as Computational Fluid Dynamics (CFD),

has great potential, robustness [Petridis, Knight, & Edwards, 1991] and capability to

produce reliable fluid dynamics solutions. The main driving force behind this approach

is the rapid development of the hardware computing capacity and efficiency. Higher

level of sophisticated fluid problems can also be solved within acceptable time frame

via CFD, especially with the introduction of high performing computers and parallel
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computing.

Similar to the analytical approach, CFD uses mathematical models to represents

the fluid flow physics and attempts to solve the governing equations which are usu-

ally in the form of Partial Differential Equations (PDE). However, these equations are

solved though a series of numerical algorithm, which is a form of estimation. The com-

putations are performed to determine values at discrete points in the domain. Hence,

it is obvious that CFD suffers from numerical errors which are due to the type of al-

gorithm employed as well as the machine errors from the discretisation of data by the

computer. The rapid growth of computing memory capacity has reduced the machine

errors to a minimal level, which leaves the major contribution of the numerical errors

to the choice of numerical techniques employed. Hence, it is crucial to invest in the

researches regarding the numerical methods to propel CFD to the next stage and reach

its full potential.

In general, numerical methods can be classified into Finite-Difference Method

(FDM), Finite-Volume Method (FVM), Finite-Element Method (FEM), Residual Dis-

tribution (RD), Spectral Element Method (SEM) and even meshless methods such as

Finite Point Method (FPM) [T. J. Chung, 2002]. Being the earliest introduced method,

FDM is the simplest and most straightforward approach to approximate PDEs, which

is also commonly used by academicians to introduce numerical methods to students.

FDM only uses nodal values in the calculations of the derivative terms in the governing

equations.

On the other hand, FVM considers the computational domain as small discrete cells
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and utilizes the Divergence/Green’s theorem (depending on the dimensions) to evaluate

the divergence terms in the PDEs as fluxes at the cells’ boundaries. Conservation is

easily attained in FVM by ensuring the total fluxes entering and leaving the cells to

be equal, which is the main feature that attracts many CFD packages to opt FVM over

other methods [T. J. Chung, 2002].

Another alternative, FEM has received vast popularity in applications such as struc-

tural analysis, heat transfer problems and even fluid flow as well. In short, the com-

putational domain for FEM is also discretised into small cell/element and by using

Galerkin method analogy, weighting functions are introduced to the integral form of

the PDEs which are then deemed as residual. The weighting functions are set up as

polynomial approximate functions in order to minimize the residual errors.

The RD method is relatively new compared to the three aforementioned methods

and it can be seen as a hybrid between FVM and FEM but with its own distinct proper-

ties. Although RD has its own advantages, there are still numerous unresolved issues

which are the main factors that it is not widely used yet [Deconinck, Sermeus, & Ab-

grall, 2000].

The interesting category of meshless methods is considered as an unique extension

from FDM as both estimates the differential form of the governing equations. The

meshless methods have been tested on some simple smooth problems with good re-

sults but potential issues with shock are foreseen since they focus on the differential

equations [T. J. Chung, 2002].
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1.2 Problem Statement

The idea of entropy control in numerical algorithm can be traced back to [Harten,

1983] who first introduced the connection of entropy with the governing equations of

fluid dynamics and [Tadmor, 1987b] on the numerical algorithms that enforce entropy

control. The weak solutions of the conservation laws of mass, momentum and energy

are not necessarily unique and thus require additional constraint(s). One good choice of

this criterion is the Second Law of Thermodynamics which states that the total entropy

for a closed physical system can either remain constant for a reversible process and is

always increasing for an irreversible process.

Tadmor, (1987a) in his works of symmetrizing hyperbolic systems of conservation

laws, has proposed a convex entropy function which in turn was utilized for entropy

control. However, Tadmor’s approach did not attract much attention due to its high

computational cost. Consequently, most numerical schemes only follow some loose

entropy conditions upon the encountering of a shock without any explicit mechanism

to preserve entropy discretely. Moreover, the attempts on entropy control rely on a

an imprecise artificial dissipation mechanism which does not guarantee the physical

inequality of the entropy. A leap in the advancement of numerical entropy control was

made by [Ismail & Roe, 2009] who designed an entropy control flux at an affordable

computational cost. In the frame of entropy control, the following definitions of the

properties of a numerical scheme are used.

• Entropy Conservation: The entropy variable is conserved with zero entropy pro-

duction in both space and time.
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• Entropy Stability: The entropy generation is captured with the correct sign.

• Entropy Consistency: The entropy generation is captured with the correct sign

and amount.

The entropy control numerical scheme in one dimension (1D) described in [Ismail

& Roe, 2009] has laid down the foundation for the path towards entropy consistent

schemes. In a more recent review paper [Ranocha, 2018], the performances of var-

ious entropy stable schemes are tested. It is found that there is no single superior

entropy stable scheme over the others. Nevertheless, compared to the schemes with-

out entropy stable feature, these schemes are shown to be more robust and physical

in discontinuous cases. Besides, the most of the entropy-conservative fluxes preserves

non-negativity of the density variable, which is crucial to produce a stable results.

Although the current literature is rich in entropy control schemes thus far, most of

them are in the frame of FVM. Although FVM is conservative by default as mentioned

in Section 1.1, it has its own weaknesses relative to RD methods. First and foremost,

FVM faces difficulty to simulate multi-dimensional physics accurately as it is designed

and extended from solving one-dimensional problem. RD methods are spared from this

issue due to its inclusion of multi-dimensional physics in its original design as intro-

duced in [Roe, 1982]. Many researchers also recognize RD methods to be ’genuinely’

multi-dimensional [Garcia-Navarro, Hubbard, & Priestly, 1995], [Sidilkover, 1994].

This advantage is more prominent in the presence of highly distorted grids as there

is minimum loss in the order of accuracy for RD schemes while FVM experiences

tremendous drop in its order of accuracy to zeroth order or even negative gradient

[Chizari & Ismail, 2015].
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The second flaw of FVM is the large stencil size required to obtain second or even

higher order accuracy. Consequently, high order FVM has to include more values from

different cells and is greatly affected with bad quality grid. On the other hand, RD

methods are designed to have compact stencil even on second or higher order accurate

schemes. Hence, it is deduced that the advantage of RD methods being less sensitive

to grid distortions is two fold over FVM, at least for high order accurate schemes.

Furthermore, a compact stencil is favourable to parallel computing with less data to

be transferred between the computation blocks and thus resulting in a more efficient

scheme.

The development of entropy control RD schemes is still not fully matured. One

of the most advanced entropy-stable RD methods developed is based on the recently

found flux-difference RD approach [Ismail & Chizari, 2017] for scalar equations and

also Euler equations in [Chizari, 2016]. Some fundamental properties of the method

were established and validated with adequate numerical experiments on equilateral

grids and the scheme has shown much potential. However, very little is known about

the properties of the flux difference RD methods in terms of stability, accuracy preser-

vation, positivity and others on irregular grids. These interesting aspects should be

addressed before venturing into the more complicated system of equations.

In the context of Shallow Water Equations (SWE), the entropy function coincides

with the energy of the fluid and hence entropy control is also deemed as energy con-

trol. The entropy terms can be simply replaced by energy and entropy generation is

analogous to energy dissipation when the system undergoes an irreversible process.

One interesting feature of SWE is the presence of numerous types of physical source
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terms where these were not considered in previous entropy or energy control for dif-

ferent system of hyperbolic conservation laws. The applications of SWE often extend

to complex and non-smooth geometries. In the macro scale, it is common for hydrol-

ogists to estimate fluid flows around estuaries, coastlines and even low ground with

various obstacles of different heights in the study of flooding [Bradford & Sanders,

2002; Guo, Chen, Tang, & Guo, 2016]. SWE are also applied to more local problems

such as effect of flows around bridge piers, complicated spillway for water flows and

others [H.-R. Chung, Hsieh, & Yang, 2011; Ying & Wang, 2010]. Hence, it is vital to

consider the performance of SWE numerical schemes on irregular grids.

On another note in the context of unsteady calculations which is highly related to

SWE flows, most RD schemes have to opt for implicit techniques to preserve second

order of accuracy which require high computational cost. An explicit RD scheme fol-

lowing the work of [Ricchiuto, 2015] entails complex predictor-corrector steps which

is also computationally expensive. There is yet any direct explicit RD schemes that

preserve second order of accuracy.

The advantages and potentials of entropy control schemes and RD methods are

the main motivation of the current research in expanding Flux-Difference type of RD

schemes to SWE which also incorporates source terms.

1.3 Research Objective

The objectives of this research are summarized as follows,

1. To develop the Energy-Stable Residual Distribution (ESRD) method on SWE
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with the inclusion of source terms on irregular grids.

2. To determine properties of scalar Flux-Difference RD method on grid distortion

effect based on analytical study.

3. To assess the performance of ESRD method on both homogeneous and non-

homogeneous SWE based on benchmark test cases.

1.4 Scope of the Research

The research encompasses a detailed study on the implementation of a energy-

stable RD method on SWE in two dimensions (2D) with the focus on systematic grid

variations. The method properties are analysed on scalar equations analytically with

corresponding numerical test cases obtained from an in-house code to verify the find-

ings. Different versions of the code are used to produce solutions for the newly pro-

posed method on homogeneous and non-homogeneous SWE which are then compared

to other classic RD methods and energy-stable FVM, subsequently validated with the

exact solutions obtained from analytical works.

1.5 Thesis Outline

The contents of this thesis is divided into six chapters. Besides providing the back-

ground of this research, the first chapter documents the problem statement, objective

and the scope of the research. Next, a thorough review on the literature is given in

chapter two, with emphasis on Residual Distribution Methods and Entropy Control. It

should be highlighted that the notion of entropy-control and energy-control are used

interchangeably in the thesis since they are of the same principle mathematically, even

8



though physically having different meanings. Chapter three records the mathemati-

cal analyses on grid skewness variation performed on the new Flux Difference RD

approach. Next, the mathematical formulation and the numerical algorithm of ESRD

method on SWE are presented in chapter four. The findings from this research are

documented in chapter five, accompanied with proper and detailed discussions on the

results. Before the end of this thesis, chapter six provides the conclusion and insight

from this research, along with potential future works.
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CHAPTER TWO

LITERATURE REVIEW

By utilizing the high computing power technologies, CFD has grown to be a reli-

able tool for various industries in multiple disciplines of engineering such as aerospace,

chemical processes, and even medical researches. The main role of CFD is to numeri-

cally solve the physical governing equations of the fluid flow which are usually systems

of PDEs since closed form solutions are rare for analytical computations.

Undoubtedly, the Navier-Stokes equations are the fundamental cornerstone in de-

scribing fluid flow mathematically which hold the three main conservation laws, namely

the conservation of mass, momentum and energy. By examining the nature of the fluid

flow of interest, the Navier-Stokes can be simplified to reduce the computational cost.

One of the popular examples is the reduction of viscous and other source terms which

results in Euler equations. This assumption of inviscid flow is acceptable only for flow

with negligibly viscous force relative to inertial or pressure forces. Among other as-

sumptions are incompressible flow with negligible change in density, steady flow with

no change of fluid property over time as well as the simplified turbulent models of

Reynolds-Averaged Navier-Stokes for turbulent flow.

2.1 Shallow Water Equations (SWE)

The shallow water or Saint-Venant equations were derived as a simplified ver-

sion of Navier-Stokes equations to describe fluid flows in an open channel [Barré de

Saint Venant, 1871] with the focus on the fluid surface profile or fluid height, h. This

10



set of equations have been employed to model water flow in coastal areas, lakes, estuar-

ies, rivers, reservoirs and other open channel flows. Many studies have been performed

on the SWEs, both in the context of numerical schemes development and applications

such as bore/tidal wave propagation, wave interaction with bathymetry, stationary hy-

draulic jump, dam break, flooding, tsunami generation and propagation.

The simplification of SWEs is based on the following assumptions.

• The fluid of interest has a free surface or zero surface tension.

• The fluid is shallow where the depth, h, is much smaller than the longitudinal

length scale, L.

• The flow is incompressible and the density is independent of the pressure.

• In the case where sediment, salinity and pollution are not considered, density is

constant.

With the assumptions taken into account and a series of derivations from Navier-

Stokes equations including hydrostatic pressure consideration and depth averaging, the

general 2D SWEs can be expressed in a compact form as the following based on Figure

2.1,

uuut+ ~∇∇∇·~fff(uuu)+ sss(uuu) = 0, (2.1)

where the main variables of water height and depth-averaged momentum in both x-

and y-direction as

uuu=

[
h hu hv

]T
, (2.2)
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the fluxes as

~fff(uuu) =

[
fff(uuu) ggg(uuu)

]
=


hu hv

hu2 + 1
2gh

2 huv

huv hv2 + 1
2gh

2

 , (2.3)

and sss(uuu) is the source terms which includes the contributions from various types of

mass or momentum sources for the flow which can be represented as

sss(uuu) =


0

gh∂zb∂x

gh∂zb∂y

 . (2.4)

where g is the gravitational field strength and zb(x,y) is the height of the bottom

topography or sometimes referred as bathymetry. It is obvious that the first equation

is the conservation of mass, followed by conservation of momentum in both spatial

dimensions. It is noted that although the equations are derived based on a ’shallow’

fluid assumption, some deep water flow simulations such as dam break problems based

on SWE show acceptable results as well.

This study on non-homogeneous SWE only includes the source term due to bottom

topography whereas the homogeneous counterpart assumes flat bathymetry. However,

there are numerous extensions to the source terms to fulfil different conditions which

are not considered at this developing stage and are summarized in the following.

• Presence of rain that constitutes mass source.
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Figure 2.1: Some notations for SWE.

• Infiltration rate, which depicts the rate of mass loss of the fluid that seep through

a porous bottom.

• Viscosity of the fluid in the form of second derivative of the velocity along its

direction.

• Friction forces from the top and bottom surface of the fluid and its boundary. The

top surface is usually associated with wind stress while the bottom friction can

be modelled by two families of friction laws based on empirical considerations,

namely Manning-Strickler’s friction laws as well as laws of Darcy-Weisbach’s

and Chézy’s family.

• Atmospheric pressure gradient which is only apparent with the presence of strong

cyclone or typhoon above the fluid surface. Thus, it is dominant in storm-surge

forecast.

• Coriolis inertial force, a body force due to the Earth’s rotation that causes a

relative motion to the fluid.
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When the speed of the fluid exceeds certain threshold, the flow characteristics

change dramatically where the flow can be classified as subcritical, critical, and su-

percritical depending on a dimensionless parameter, Froude number (Fr) and defined

as

Fr =
u2 +v2

gh
. (2.5)

The flow is considered as subcritical or tranquil flow when Fr < 1, critical flow when

Fr = 1, and supercritical or rapid flow when Fr > 1. This parameter is analogous to

the Mach number in gas dynamics, which is also a ratio of the flow speed to a certain

characteristic speed. While this speed is the sound speed for Mach number, it takes the

form of wave speed, c while Fr =
√
gh

Aside from the conventional and well-developed discretization schemes of FDM,

FVM and FEM, the RD or Flux Splitting method has also received considerable at-

tention by researchers in SWE over the last three decades due to its special features

such as multidimensional upwind [Garcia-Navarro et al., 1995], compact stencil and

insensitivity against grid irregularity [Chizari & Ismail, 2015]. In order to ease the

discussions in this chapter, the system of SWE are reduced further to scalar equation

as

ut+ ~∇·~f(u) = 0. (2.6)

2.2 Finite Volume Method

2.2.1 Overview

Being the most popular choice in CFD software as compared to other methods,

FVM is widely believed to be the best option to solve fluid dynamics problems to the
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extend some textbooks only mention this particular method when discussing CFD. As

mentioned in the previous chapter, FVM first deals with spatial discretization which

divides the computational domain of interest into small elements or cells in order to

evaluate the integrals of the convective, viscous and even source term fluxes. This

spatial splitting process is termed grid generation. According to [Blazek, 2001], there

are 3 basic conditions for the division of computational domain.

• the domain is covered by the grid completely,

• there are no empty spaces between the grid cells,

• the grid cells do not overlap each other.

A grid with good quality is also crucial to obtain high quality CFD solution. This is

true especially for FVM as it is more sensitive to grid quality relative to the RD method

which is described in the following section.

Generally, FVM can be further categorized into cell-centred and cell-vertex schemes

based on the positions of the storage fo the flow variables and the control volume. The

former considers flow quantities to be stored at the centroids of the grid cells which

renders the control volumes to be identical to the grid cells. Since this approach is

vastly different from RD method, it is not discussed in details here but it is undeniable

that cell-centred FVM is way ahead of RD in terms of its development and maturity

through the rich literature in terms of investigations on high order schemes and also

complicated test cases such as deformable porous media [Lee, Ahn, & Luo, 2018;

Nordbotten, 2014; Timothy, Raphaèle, & Mario, 2017].
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2.2.2 Cell-vertex FVM

To highlight the philosophical difference between Entropy-Stable RD methods and

their FVM counterpart, the cell-vertex FVM is revisited since this scheme updates

nodal variables, which is more comparable to RD schemes. Since the flow quantities

are not stored at the centroids of the cells, the control volumes has to be defined sep-

arately from the grid cells. There are different ways to determine the control volumes

for cell-vertex FVM such as Voronoi cells, median-dual cells and even staggered cells.

The total integration of Equation (2.6) with cell-vertex FVM is performed over the

shaded arbitrary Voronoi/containment cell in Figure 2.2(a) using central discretisation.

It should be noted that median-dual cell type is used for this study to account for highly

skewed cells where the details are included in Appendix A. Voronoi cells are used to

illustrate the lack of multi-dimensional property of FVM in a clearer fashion although

the same weakness is also present in median-dual cells. The integral is given by

∂u

∂t
=−

1
Ap

∮
~fe · n̂edle =−

1
Ap

∑
e

(fe,ge) ·~ne (2.7)

=−
1
Ap

∑
e

(fene,x+gene,y), (2.8)

where Ap is the Voronoi cell area of point p and subscript e represents quantities at

the edges of the Voronoi cells, thus fe and ge refer to the flux components across the

edge and ~ne denotes the outwards normal of the edge, n̂e, scaled by the edge length,

le . The fluxes across the edges of Voronoi cells are calculated by solving the one-

dimensional Riemann problem along the normal direction of the edges. The details in

Entropy-Stable FVM computation of the fluxes are recorded in Section 2.4.5.
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Figure 2.2: The first order finite volume cell vertex diagram.

For first order cell-vertex FVM, the Riemann problem computations on the edge

flux are performed by using only the variable values stored in the 2 neighbouring

points. It is illustrated in Figure 2.2(b) that the final net flux across edge i is a function

of only 2 points on the opposite sides of the edge, which are point 0 and 1. Hence,

~fi = ~f(u0,u1) and it implies that this scheme is not multidimensional.

The second order cell-vertex FVM employs the least square method to reconstruct

the variables of each node as polynomials in the Riemann problem computation. In

the calculation of node 0 in Figure 2.3, the polynomials of nodes 1 to 6 have to be

determined as well. Thus, the computational stencil has to be extended to another

layer of cells (in dash lines) for the second order approach. In the consideration of

central discretization, the polynomials for point 2 in the same figure has to involve the

node variables from point 0, 1, 8, 9, 10, and 3. In another words, second or higher

order FVM is unable to have compact stencil since every increment of the order of

accuracy has to be accompanied with the inclusion of another layer of cells.
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Figure 2.3: The second order finite volume cell vertex stencil diagram.

2.3 Residual Distribution Method

2.3.1 Overview

The concept of RD can be traced back from two distinct research paths back in

the 1980s. Hall, Morton and other researchers [Hall, 1986; Morton, Crumpton, &

Mackenzie, 1993; Morton, Rudgyard, & Shaw, 1994] worked along the first path con-

cerning the cell-vertex FVM towards an improvement in accuracy. Instead of treating

the terms in the PDE separately, the idea of discretizing the residual operator as a whole

has shown positive results. The other angle to look at RD method is from the effort

of Roe to capture the multidimensional physics of PDE in [Roe, 1982]. Termed as

”fluctuation splitting”, an Upwind Residual Distribution framework for the 1D Euler

equations was proposed from a reconstruction of Roe’s flux difference splitting Finite
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Volume scheme in that article.

The foundation of RD methods are focused on the implementation of multidimen-

sional physics to tackle the weakness of FVM in retaining one-dimensional physics

even for multidimensional problems. Focusing on 2D, a multidimensional upwind-

ing model was developed by [Roe, 1986a] for the Euler equations based on simple

wave equations instead of the element boundaries, yet without any specific function-

ing numerical method. Basic differences between RD methods with FVM and FEM

were presented in [Deconinck, Ricchiuto, & Lib, 1990] and the significance of RD was

established among the CFD community.

The multidimensional upwind model was successfully incorporated with numerical

time integration scheme based on the Roe’s Riemann solver by [Deconinck, Roe, &

Struijs, 1993] where preliminary numerical results were also presented. Hyperbolic

and elliptic splitting for RD modelling was introduced by [Mesaros, 1995] and further

expanded to preserve flow entropy by [Rad, 2001]. Numerical time integrators of

explicit Runge-Kutta and backward implicit were implemented to RD schemes for

systems of Euler and Navier-Stokes equations in [van der Weide, 1998]. Moreover,

this document includes a good review of the classic RD schemes developed and some

parallel computing techniques at that stage.

Struijs in his thesis [Struijs, 1994] provided mathematical proof on the famous

Godunov’s theorem stating the paradox of having both positivity and linearity preserv-

ing properties simultaneously for linear RD schemes. Based on two multidimensional

linear RD schemes which are positive and linear preserving individually, [Abgrall,
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2001] discussed about a blending approach in an effort to obtain a non-linear scheme

that possesses both properties. Extensions to unsteady problem include a construction

of second order monotone RD scheme for the Euler equation in [Abgrall & Mezine,

2003].

An algorithm to map RD methods from low order to highest possible order while

retaining monotone property was introduced in [Abgrall & Roe, 2003] by tinkering on

the degrees of freedom of the element. Mathematical proofs on crucial properties such

as consistency, accuracy and convergence were documented in the same article.

High order schemes are often referred to numerical schemes which are third or

higher order accurate. Various studies in spatial third order RD method were performed

by [Caraeni & Fuchs, 2002] for unsteady Navier-Stokes equations, [Rossiello, 2004]

for compressible flow, [Abgrall, Santis, & Ricchiuto, 2014] on conformal meshes.

[Rossiello, De Palma, Pascazio, & Napolitano, 2007] further expanded third order ac-

curacy to temporal dimension for RD with quadratic space approximation and third

order backward time discretisation. [Mazaheri & Nishikawa, 2015] proposed second

and third order accurate RD methods based on Streamline-Upwind Petrov-Galerkin

(SUPG) approach.

In the context of RD schemes for system of SWE, [Garcia-Navarro et al., 1995]

has first explored the advantage of using multidimensional RD scheme to simulate

SWE problems. Due to the very limited application of SWE in steady cases, most

numerical schemes of SWE were developed with time-dependent feature even in their

early stages. Ricchiuto and other researchers [Hubbard & Ricchiuto, 2011; Ricchiuto,
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2015; Ricchiuto, Abgrall, & Deconinck, 2007; Ricchiuto & Bollermann, 2009] have

developed a series of conservative RD discretization schemes based on space-time

approach, first introduced in [Csík, Ricchiuto, & Deconinck, 2002].

Reviews on developments and future potentials of RD methods are documented

and discussed in [Abgrall, 2012; Deconinck et al., 1990] with the references therein.

The general concept of RD methods is described as the following. Starting from

the integral form of Equation (2.6) on the grid cells as

∫∫ (
ut+ ~∇·~f(u)

)
dA= 0 (2.9)

For steady state computation, the first term vanishes and the remaining term is defined

as the total residual or fluctuation in [Roe, 1982]. Hence, the total residual for each

element E is,

φE =

∫∫
~∇·~fdA (2.10)

Depending on the different RD schemes used, this total residual is distributed to each

node of the cell with the portion defined as

φE
i = ζ

E
i φ

E (2.11)

where ζi is the distribution coefficient of node i and by construction,
∑
j∈Eζ

E
j = 1.

For each node in the computational domain, it receives some portion of the residual

from every cell in the neighbouring set of the node, Ψ as illustrated in Figure 2.4(a).

Thus, the integral of Eq. (2.6) is solved over the actual control volume, which is the
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(a) Signals from every neighbouring
cells (b) Median-dual area of a node

Figure 2.4: Signal directions and median-dual area of a point.

median-dual area as depicted in Fig. 2.4(b).

∂ui
∂t

+
1
Ai

∑
E∈Ψ

φE
i = 0 (2.12)

where Ai is the median-dual cell area of the node. Based on the semi-discrete form of

Equation (2.12), the flow variable ui can be iterated with proper time discretisation.

2.3.2 Properties of RD Methods

There are generally three common properties of interest within the context of RD

methods, namely positivity, linearity preserving and multidimensional upwinding. It

should be noted that most of the RD schemes do not inherit all the aforementioned

properties but only acquire a subset of those based on the design of each scheme.

Godunov Theorem [Godunov, 1959], which is also proven by [Struijs, 1994], states

that any linear scheme cannot hold both positivity and linear preserving properties

simultaneously. Hence, many research efforts were laid on the design of non-linear

schemes such as the Positive Streamwise invariant (PSI) and limited schemes to exhibit

both properties together. Each RD property is discussed in the following subsections.
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2.3.2(a) Positivity (P)

The presence of discontinuities such as hydraulic jump in SWE context or shock in

gas dynamics is rather common in applications and thus inevitable. It is vital for any

numerical scheme to capture a monotone shock profile, which can be mathematically

presented as positivity to avoid non-physical solutions near the shock region. The

constraints of positivity are identical to Local Extremum Diminishing (LED) criterion

as described in [Jameson, 1993]. Equation (2.6) is first expressed in semi-discrete form

as (
∂u

∂t

)
i

+
∑
j∈Ψ
cij(ui−uj) = 0, (2.13)

and the scheme is deemed positive if

cij > 0, ∀i, j, i 6= j. (2.14)

Mathematically speaking, this condition is able to ensure that no extrema are generated

locally within Ψ but in the same note, does not guarantee that any extrema in the initial

condition vanishes over time iterations.

RD schemes that adhere to positivity conditions have low order of accuracy, typi-

cally of first order. For flow field without discontinuity, the importance of this property

is not apparent and it is more desirable to focus on accuracy.

2.3.2(b) Linearity Preserving (LP)

For fluid problems with steady linear solutions, any numerical scheme is consid-

ered to be linear preserving (LP) if it is able to reproduce exact solutions, which corre-
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sponds to the highest possible order of polynomials when the solution over the element

has linear variation. Hence, it is also a popular property to be considered in the effort

to achieve high order schemes.

There are two ways to interpret LP mathematically. The former first consid-

ers Equation (2.12) in the form of distribution coefficient, ζEi and enforcing it to be

bounded which can be expressed as

(
∂u

∂t

)
i

+
∑
E∈Ψ

ζEi φ
E = 0, ζEi ∈ [0,1]. (2.15)

The details of this proof can be found in [van der Weide, 1998].

On the other hand, some of the RD schemes cannot be expressed in the form of

Equation (2.15) and its inheritance of LP property has to be proven with an alterna-

tive method. In [Abgrall, 2001], it is shown that a converged RD scheme produces a

formally second order accurate solution in steady problem which is based on the first

interpretation of LP condition. In order to obtain a second order solution, it is deduced

that the signals must be of third order accurate, thus φE = O(lE)
3 where lE refers to

the grid size.

2.3.2(c) Multidimensional Upwinding (MU)

An upwinding numerical scheme only allows the flow data to propagate towards the

downstream direction. In another words, flow data at a certain point cannot influence

the flow variables upstream of that point. In the context of FVM, the flow data or

fluxes are computed along the normal of the cell edges and thus the upwind direction
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