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Abstract

In this paper we applied structural econometrics model into the health
care system to show the interdependence between variables and to
describe the relationships among them. We used the two-stage least
squares ( 2SLS ) method to estimate the model parameters and the
results showed three main situations. First we found that the number of
the registered patients have a positive relation on the mean duration of
stay in hospital, the rate of the using of beds and the mean duration of
empty beds whereas it shows negative relation on total of patient days.
Secondly, it shows that the rate of the using of beds is positively related
with the mean of occupied beds per day and the mean duration of empty
beds whereas it is negatively related with total of patient days. Finally,
we also find that the rate of the using of beds is positively related with
the mean of occupied beds per day and the mean duration of empty beds
whereas it is negatively related with total of patient days. The findings
play as a beginning and a guide line to us to study more about health
care system in Malaysia as health care system come under increasing
pressure to provide fair and equitable care to all patients,

1. Introduction

An initial attempt to estimate a small ( six - equation ) econometric model of the U. S
health-care system, was that of Feldstein ( 1967 ). At that time, each quantitative work in
health economics was concerned with certain ratios, such as the physician — population
ratio, and the Feldstein model was influenced by this approach. However, the model was
developed to serve as a methodological prototype, not to provide detailed estimates of
structural parameters of a complete model of the health-care system.

The second example of a simultaneous equations model of the health-care system is the
47- equation macroeconometric model of Yett, Drabek, Intriligator and Kimbel (1975).In
this model, the endogenous variables are described in terms of the institutions and
manpower are explicitly included, whereas the exogenous and standardizing variables
included demographic variables, economic variables, insurance variables, and health
manpower variables. The basic mechanism of the model is that of demand and supply,
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however the model is not an equilibrium one. The estimated model has been used for

various purposes, including forecasts of health services and health manpower and

simulation of certain changes in a state health-care system.

Other studies that used structural model are Morrisey, M. A and J ensen, G. A ( 1990 ) that
described doctor’s demand in hospital, a study of three-equation of structural equations by
Benham, L ( 1971 ) in which its described the labor market for registered nurses, and
Green, L.V. & Nguyen, V. (2001 ) that suggested strategies for cutting hospital beds.

In this paper, using the data provided by the selected general hospital in Pulau Pinang, we
try to build a structural econometrics model to show the interdependence between
variables and describe the relationships among them. The findings play as a beginning and
a guide line to us to study more about health care system in Malaysia as health care system
come under increasing pressure to provide fair and equitable care to all patients.

2. Identification

In econometrics modeling we always start with the identification problem. Identification is
important to determine the choice of the technique to estimate the model paremeters. If an
equation is unidentified, its parameters cannot be estimated by any econometric technique.
If the equation is exactly identified, its coefficient can be estimated and the appropriate
method to be used is the method of indirect least square ( ILS ). Otherwise if the equation
is overidentified the method of ILS cannot be applied because it will not yield unique
estimates of the structural parameters. There are two conditions which must be fulfilled for
an equation to be identified.

2.1 The Order Condition

In a model of M simultaneous equations , in order for an equation to be identified, it must
exclude at least M — 1 variables ( endogenous as well as predetermined ) appearing in the
model.

Let K = number of exogenous variables in the system of equations
k = number of exogenous variables in the particular equation
M = number of endogenous variables in the system ( equal to the
number of structural equations )
m = number of endogenous variables in the particular equation.
i. IfK-k>m-—1;the equation is overidentified
ii. fK-k=m-1; the equation is just identified
iii. IfK -k <m ~ 1; the equation is unidentified.

In a model of M simultaneous equations, in order for an equation to be identified, it must
follow the order condition which stated as K — k > m — 1. The order condition for
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identification is necessary for a relation to be identified, but it is not sufficient, that is it
may be fulfilled in any particular equation and yet the relation may not be identified. We
need another condition for the identification which is the Rank Condition.

2.2 The Rank Condition

In a model containing M equations in M endogenous variables, an equation is identified
if and only if at least one nonzero determinant of order (M-1)(M-1)can be
constructed from the coefficients of the variables ( both endogenous and predetermined )
excluded from that particular equation but included in the other equations of the model.

Generally, by combining these two rules, the principles of identification simultaneous
equation in a system of M simultaneous equation can be stated as follows :

i. IfK—k>m-1 and the rank of the 4 matrix is M — 1, the equation is
overidentified

ii. IfK—k=m- 1 and the rank of the matrix 4 is M ~ 1, the equation is just
identified.

iil. f K—k=m—1 and the rank of matrix 4 < M — 1 , the equation is unidentified.

Here 4 is defined as a matrix of parameters of excluded variables. The rank of a
‘matrix is the order of the largest non-zero determinant which can be formed from the
matrix.

3. Model Estimation

The model was estimated using monthly data from 1995 to 2003. First we look into the
correlation among all variables and we come out with the structural equations as follow :

V1= +a1 Y, Ty +asx; +ayxs + p (1a)
V2 =Bo+ B+ Poya+ Paxs+ iy (1b)
Y3 =Vot X typXy+y3xs + 1 (lc)
V4 =0+ Yy + Dy X5 +@D3%5 + Jiy (1d)

with assumptions that 4;;7=1,2,3,4 for all ; are independently and identically distributed
over the sample, with a zero mean and a constant covariance matrix. Under these
assumptions, while the stochastic disturbance terms are uncorrelated over the sample, the
stochastic disturbance term between equations can be correlated. This is, in fact the
essence of the simultaneous equation system and the principal reason why it must be
estimated as a system, rather than as a set of separate single equations.

Here, endogeneous variables are :

= the number of registered patient

¥, = the mean duration of stay in hospital
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y; = the rate of the using of beds
Y, = total number of operations
and the exogenous variables are follows :
x| = total of patient days
x7 = the number of death
X3 = the mean of occupied beds per day
x4 = the number of patient in third class room
xs= the mean duration of empty beds

We investigated the model including the Breusch-Pagan-Godfrey test ( BPG test ) to check
the assumption of constant variance for each error terms over the observations. The data
was transform by taking logs to get the constant variance and the model was estimated by
using the two-stage least squares method which will be describe next. All the test are done
by using shazam v9.0 software.

3.1 The method of two-stage least squares (2SLS)

This method is a single-equation method, being applied to one equation of the system at a
time.It has been accepted as a very useful estimation procedure for obtaining the values of
structural parameters in over identified equations. This method is used to overcome the
cotrelation problem that existed between endogenous variables and disturbance term that
may leads to biased and inconsistent parameter estimates.,

From the structural model above, we get the reduced form equation as follows :

N ZTNX Ty X+ Ti3Xy + 74Xy + Ty5%5 +9y (2a)
Vo DA X+ TgpXy + By Xyt gy Xy + Hasxs +v, (2b)
V3 = 31Xy + T3p Xy + WyaXy + Myy Xy + Tysxs + vy (2c)
Yo S XX ¥ Tagky + T g3X3 + Ty Xy + Tys%s + v, (2d)

Here, the reduced-form equations describe each endogenous variables ( yisi=1234)as
a function of all the predetermined variables ( x;;i=123,4,5) of the model , and of a
random element ( v;;i= L,2,3,4) while the 7 ’s defined as the associated reduced-form
coefficients of the model,

Formally, the 2SLS procedure works in the following manners :

1. In the first stage, we apply ordinary least squares to reduced-form equations 4a-
4d to obtain estimates of the x ’s. Then using these estimated reduced-form
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coefficients, 7 ’s, we obtain a set of estimated values for the endogenous
variables : 5’1:5)235’3’}4 .

2. In the second stage regression, we substitute the j °s into the structural equation
and obtained the transformed functions

Vi =bydy +bp Pyt A big I +¥aXy ot Vaxy +ﬂ: where
b= g+ by + by + .+ by 3 ,G=1234;k=12345 . At last by

applying the ordinary least squares to this transformed structural equation, we
obtain the 2SLS estimates of the structural parameters in equation 1a-1d.

In econometrics packages there already have this 2SLS instruction. Normally there is no
needs to do the above regression stage by stage and we need not perform all the successive
substitutions but we can estimate the parameter in the system directly using the 2SLS
programme.

From the data we try to build the model and estimate the parameters, to describe the
interdependence relationships among variables at best we can.

4, Results

Here are our computed results of our model estimation. The results of the BPG test are
presented in Table 1.

Table 1: The BPG test results.

12.659 0.01307

2.189 0.53410
18.435 0.00101
4.483 0.21384

From Table 1 we concluded that, there exist heteroscedasticity problem in equations ( 1a )
and ( 1c ). This is showed through their P — value in which are less than 0.05. In other
words we reject the null hypothesis of the constant variance at the 5% of level of
significance of the test. We transform the ( 1a ) and ( Ic ) equations by taking logarithma
then do a heteroscedasticity diagnostic again. The results are as follows :

Table 2: The BPG test results after taking log for equation ( 1a) and ( Ic).

0.03162

(1b) 2.819 0.53410
(lc) 33.052 0.0000

(1d) 4.483 0.21384
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From Table 2 above it showed that even after the transformation the heteroscedasticity
problem still exist. The next step is to do a 2SLS method to see if this will solve the
problem. We summarize the results in the Table 3 below:

Table 3: The BPG test results after 2SLS method

R R TR T TN G =z o » ¢
(la) 17592 | 000148
(1b) 3226 0.35803
(1c) 19.005 0.00027
(1d) 6.770 0.07960

From the table we can see that there’s still occur heteroscedasticity problem in ( 1a ) and
( 1c ) equations even though we used the 2SLS method. Lastly we do the same
transformation to both equations combine with the 2SLS method to check for the
homogenous variance assumption and the results are as follows:

Table 4: The BPG test result with transformation of log and the 2SLS method

2

(la) 5.834 .
(1b) 3.005 0.39091
(1c) 1.674 0.64269
(1d) 4483 0.21384

From table 4, the BPG test shows that the heteroscedasticity problem have been solved. At
the end, the new sets of structural equations that needs to estimate are as follows :

In y=aotainy,+alny,+a3lnx +aslnys+g (3a)
V2= Bot Bint Byya+ Byxates (3b)
Iny;=yo+yinx+y,lnx;+y;Inxs+ g3 (3¢)
YVim oot oYt orxitwsxatey (3d)

Equations 32-3d above suggest that some structural equation in logarithma whereas some
are not. This kind of equation had been discussed by Carl R. Chen and Thomas L. Steiner
(2000 ) and the estimation of the above model parameters resulted in follow equations

with their correlation coefficients:
In y,=14802- 0.692401nyz+0.171881ny3- 0.00161881n y, (42)
a
+0.88471ln x5+¢, ; R?=0.9726

Y, =3.2571-0.049487 y - 0.020072 y, - 0.0223% x,+ ¢,  ;R*=0.5280 (4b)
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Iny, =~1.4737-0.013115|n x, + 0.744331n x, + 0.19778 I x5 + £
:R? =0.9874 (4c)
Y, = 648.15-155.93 y, +0.035759 x, -1.0091 x,, + £, R = 0.4459 (4d)

Equation ( 4a ) shows that the number of registered patient have a positive relation on the
mean duration of stay in hospital, the rate of the using of beds and the mean duration of
empty beds whereas it shows negative relation on total of patient days. This tell us that in a
day with more patient turn up, the hospital needs more beds to occupied the patient and the
probability that the patient have to stay at the hospital is high.

From equation ( 4b ), we learned that the mean duration of stay in hospital is negatively
related with the number of registered patient, total number of operations and the number of
patient in third class room. It means that for how long the patient stay at the hospital is
somehow not related with the number of patient and the number of operations. This also
tells us that the patient have to stay longer at the hospital not just because they are having
the operations but for some other medical reasons.

Equation ( 4c ) shows that the rate of the using of beds is positively related with the mean
of occupied beds per day and the mean duration of empty beds whereas is negatively
related with total of patient days. This telling us that with more patient turn up, it does not
meaning that the bed will be all be occupied. And lastly from equation ( 4d ), we learned
that if the hospital have more patients then the probability they have to perform operations
is high.

5. Conclusion

We conclude that this study have shed us some lights about the health care system in our
country and gives us more understanding about the situation in the hospital. It is the
beginning steps for us to study more about the health care system and we would like to
extent the model with the nonlinear model.
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