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ABSTRACT

The incorrect fixed-effect assumption, missing-data problem, omitted-variable problem,
and errors-in-variables (EIV) problem are estimation problems that are generally found
in studies on weather effects on asset returns. This study proposes an approach that can
address these problems simultaneously. The approach is demonstrated by revisiting the
effects on the Stock Exchange of Thailand. The sample shows daily data from 2 January
1991 to 30 December 2015. Artificial Hausman instrumental-variable regressions
successfully improve the quality of the analyses for ordinary least squares regressions when
significant EIV problems are identified and the regression results in a conflict. The study
finds significant air pressure and rainfall effects and empirically shows that the temperature
effects reported by previous studies were induced by the fixed-effect assumption and are
therefore incorrect.

Keywords: instrumental-variable estimation, artificial Hausman regression, weather
effects, model misspecification, Thai stock returns

INTRODUCTION

Good or bad weather in the regions in which investors trade can affect their moods
(e.g., Howarth & Hoffman, 1984), which, in turn, influences economic decision-
making (e.g., Lucey & Dowling, 2005). Prices and returns may increase or decrease
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according to the weather conditions due to changing risk preferences, which
leads marginal investors to increase or decrease the discount rates (Mehra & Sah,
2002), or attitude misattribution, which causes marginal investors to incorrectly
associate good or bad weather and attitudes regarding good or bad prospects for
the assets (e.g., Hirshleifer & Shumway, 2003). Recently, Brahmana, Hooy and
Ahmad (2012) explained that the changing prices and returns could result from
herd behaviour of investors. These incidents constitute weather effects. However,
because these weather conditions do not affect the fundamentals of firms, their
values remain unchanged. In an efficient market, rational investors trade against
and profit from these weather-sensitive investors. Weather effects should not exist
or should disappear within a short time.

It is important to test for weather effects because significant effects imply
market inefficiency. Furthermore, they imply that economic and behavioural factors
determine asset prices and returns. Tests for weather effects have been conducted
extensively using national and international market data. Reviews of early studies
are presented, for example, by Cao and Wei (2005), as well as in recent studies by
Furhwirth and Sogner (2015). The test results were mixed depending on the sample
periods, countries, markets, assets, weather variables, and econometric models.

Despite the various choices for econometric models for weather effects,
the ordinary least squares (OLS) regression model — in which returns are related
linearly to interesting weather variables — is the most popular model and can be
found in recent studies (e.g., Goetzman, Kim, Kumar, & Wang, 2015). I argue that
the OLS regression model suffers from at least four estimation problems.

First, the model assumes that weather effects are fixed over the sample
period. This assumption is inconsistent with the empirical findings in previous
studies. For example, Yoon and Kang (2009) found significant temperature effects
in the Korean stock market for the full sample period of 15 January 1990, to 13
December 2006. However, when the researchers divided the sample into two sub-
samples — from 15 January 1990, to 30 September 1997, and from 1 October
1997, to 13 December 2006 — they found significant effects in the first but not the
second sub-period.

Second, weather variables may be missing due to faulty equipment or missed
observations. When variables are missing, researchers may choose an imputation
approach and impute proxies for the missing data. Alternatively, they may choose
a listwise-deletion approach in which they remove the missing observations and
consider only complete observations in the analyses. Worthington (2009) chose
the former approach; Khanthavit (2016a) chose the latter. If researchers choose the
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imputation approach, the OLS estimates are necessarily biased and inconsistent
because the proxies have errors and induce an errors-in-variables (EIV) problem
in regressions (Durbin, 1954). However, if they choose the listwise-deletion
approach, the analyses omit useful information that would have been drawn from
the discarded observations (Little, 1992).

Third, even when weather variables are complete, the variables can be
observed erroneously. The samples are observed at a weather station near the
market; however, the relevant weather variables that induce moods and potentially
affect prices are in areas where investors trade. Although the literature argued
that most investors were in the same city as the market, the weather station may
not be located near the market or investors. For example, in Saunders (1993), the
LaGuardia weather station is approximately 13 kilometers from the New York
Stock Exchange and Wall Street; it is well known that New York City is large,
covering an area of 789 square kilometers. For this reason, the observed weather
variables are mere proxies; the OLS estimates are biased and inconsistent (Durbin,
1954).

Fourth, investors can be sensitive to various weather conditions such as
temperature, cloud cover, and rainfall (Watson, 2000). If the model omits one or
more influential weather variables, the OLS results are necessarily biased and
inconsistent (Ramsey, 1969). Studies such as those by Saunders (1993) and Cao
and Wei (2005), which considered single-weather variables, were vulnerable to
this omitted-variable problem. Other studies, such as that by Worthington (2009),
who considered large sets of weather variables, risked introducing biases and
inconsistencies. Despite their large sizes, the sets may still be incomplete.

In this study, I propose an approach to resolve the four estimation
problems and apply it to test for the weather effects in the Stock Exchange of
Thailand (SET). The approach is the main contribution of the study. Some of these
estimation problems were addressed separately in the literature, but the outcomes
were neither satisfactory nor successful. The remaining problems have not yet
been addressed. In this study, the four problems are resolved simultaneously.

Choosing the SET as the sample market allows me to demonstrate the
features of the proposed approach. The SET is Thailand’s only stock market. It
is located in Bangkok, where most stock investors live and trade. Stock News
Online (2015) reported that there were 1,134,500 open stock accounts in February
2015, and 88% of these accounts were in the Bangkok metropolitan area. Thus, the
Bangkok weather affects most investors.
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The SET was established on 30 April 1975, whereas the Bangkok weather
began being recorded on 1 January 1991. The sample period necessarily begins on
1 January 1991, and covers 25 years. If weather effects exist, it is unlikely that the
effects remain fixed over such a long period.

The weather conditions under consideration are drawn from the
meteorological station at Bangkok’s Don Muang Airport. Bangkok is much larger
than New York City; it covers an area of 1,569 km?. The airport is 25 km from
the stock market’s former location and is 22 km from its current location. Due
to the size of Bangkok and the distance from the weather station to the market’s
location, the observed weather variables are proxies for the true variables that
affect investors’ moods. Below, Table 1, panel 1.1 indicates that on average, 2.66%
of the weather data are missing. The proposed approach employs the imputation
approach to fill in the missing data. Together, the weather proxies and imputed data
induce the EIV problem in estimation.

Seven Bangkok-weather variables, i.e., air pressure, cloud cover, ground
visibility, rainfall, relative humidity, temperature, and wind speed, are studied.
Despite these many variables, some variables that were included in previous
studies are omitted. For example, the geomagnetic storms in Dowling and Lucey
(2008) are omitted because the storm data are not available. The wind direction
in Worthington (2009) is omitted because the direction cannot be averaged to
represent the daily direction data and because it is not a significant variable in that
study. If the omitted variables are important, the OLS estimates are biased and
inconsistent.

Second, from a practical perspective, the SET is an interesting and
important market for study. Thailand is among the world’s top emerging
economies. Bloomberg Markets (2013) ranked Thailand third only after China and
South Korea. From the World Federation of Exchanges database, in May 2016, the
SET’s market capitalisation was 387.86 billion U.S. dollars, accounted for 1.79%
of the aggregate capitalisation of 23 stock markets in the Asia-Pacific region, and
ranked eleventh in size after the Singapore market. In terms of trading value, the
SET ranked first for three consecutive years among ASEAN stock markets (Stock
Exchange of Thailand, 2016).

Third, in the past, weather effects were studied for the SET, including
in works by Nirojsil (2009) and Sriboonchitta, Chaitip, Sriwichailamphan, and
Chaiboonsri (2014). Significant temperature effects were reported. For those
studies, the effects were assumed to be fixed; the number of weather variables was
small; and the missing-variable, EIV, and omitted-variable problems were never
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raised. My results can be compared and contrasted with the results of the above-
mentioned studies, and new findings for the SET can be discussed.

METHODOLOGY
The Model, Estimation and Hypothesis Tests

In this study, I follow the procedure of previous studies (e.g., Dowling & Lucey,
2005; Worthington, 2009) to relate the stock return linearly to M weather variables
on day 7 as in Equation (1).

n=ﬁg+pn,1+ﬁlwt1+...+BMW,M+Q (1)

where 7 and 7-; are the stock returns on days ¢ and #-1, respectively. Day =1,
2,..., T, where T is the number of observations. W," is the weather variable m on
dayz m=1,..., M. B3, is the intercept. 3, is the slope coefficient for W,". I add
the lagged return 7., to the model to capture the possible return’s autocorrelation
(e.g., Saunders, 1993; Yoon & Kang, 2009). p is the autocorrelation coefficient.
Finally, e is the regression error. The model in Equation (1) can be estimated by
the OLS technique. If all OLS assumptions are satisfied, OLS coefficients are the
most efficient, unbiased, and consistent.

Previous studies, e.g., Yoon and Kang (2009), considered various weather
variables but estimated the effect for each variable one at a time. I do not follow
this approach because weather variables tend to be correlated (Worthington, 2009).
A significant effect may be observed not directly from the regressing variable but
rather indirectly from its correlated companions; the model in Equation (1) allows
me to identify the unique and direct effect of each variable on returns (Stock &
Watson, 2003).

If the weather variable m is significant, the coefficient 3, must be
different from zero. Under the null hypothesis, if no weather effects are present,
ie., f; = = fu =0, the Wald statistic is distributed as a chi-square variable of M
degrees of freedom. All hypothesis tests are based on Newey and West’s (1987)
heteroscedasticity- and autocorrelation-consistent covariance matrix. The Newey-
West lag is chosen by the integer part of YT (Baum, 2006).
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Estimation Problems and Corrections
Fixed-effect assumptions

In previous studies, the fixed-effect assumption was addressed by dividing a long
full sample into several short sub-samples (e.g., Saunders, 1993; Yoon & Kang,
2009). However, these studies still had to use a fixed-effect assumption for the
sub-samples. The sub-samples were able to cover a long period of time; thus,
the fixed-effect assumption was inappropriate or incorrect. For example, in Yoon
and Kang (2009), the sub-samples covered eight years. Akhtari (2011) offered an
alternative model to address the fixed-effect assumption, in which the effect was
allowed to change linearly with time. This specification was very restrictive. If the
relationship of the effect with time was not monotonic, such as that in Saunders
(1993), the model failed.

I follow Doyle and Chen (2009) to address the fixed-effect assumption
by separating the full sample into one-year sub-samples, estimating the model for
each sub-sample, and examining the way in which the effects change annually over
the course of the full sample. The one-year sub-samples should be short enough to
accommodate possible changes for the effects. The model in Equation (1) in year
T is:

Trt: Bm"‘@ﬂ'm—z"‘ﬂm z'1f+ +BrMWr].Vt[+er,t (2)

where subscript T indicates that the variables and coefficients are used for the year
T sub-sample.

In their study, Doyle and Chen (2009) also proposed a comprehensive
model in which the full-sample data were considered and in which individual
coefficients were assigned to measure the effects of the one-year sub-samples. The
comprehensive model allowed the researchers to test for significant weather effects
jointly using Wald tests or F-tests; however, I do not adopt the comprehensive
model. In this study, the full sample period is 25 years, and there are seven weather
variables present. Moreover, seven projection errors are added to the artificial
Hausman regression to correct possible EIV and omitted-variable problems. The
comprehensive model will be too large to be managed adequately. However, a
joint test is possible by using the summed chi-square Wald statistics of individual
sub-samples.
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Missing-variable problems

Some weather records are missing. To fix this problem, I impute the unconditional
means of the variables into the missing cases (Afifi & Ekashoff, 1967). The
unconditional means are chosen over the means that are conditioned on stock
returns (Dagenais, 1973) and over the observed variables from a nearby weather
station (Worthington, 2009) because the unconditional means are convenient and
readily available. Moreover, the records from the nearby City Hall station —
which is the other weather station in Bangkok — are also missing; under the null
hypothesis under which the stock returns and weather variables are uncorrelated,
the conditional and unconditional means are the same.

Errors-in-variables and omitted-variable problems

When the estimation is free of EIV and omitted-variable problems, the OLS
estimates are optimal. Otherwise, the estimates are biased and inconsistent. I
discussed why OLS estimation of weather effects generally had problems. For the
same reasons, it is likely that the problems are present in this study. Instrumental-
variable (IV) regressions help resolve these problems. [V estimates are consistent,
regardless of whether the two problems are present.

In this study, I use the artificial Hausman (AH) regression (Dagenais
& Dagenais, 1997) to estimate the models in Equations (1) and (2). The AH
regression is a form of IV regression and is preferred to alternative IV regressions,
e.g., the two-stage least squares regression, because the test for the EIV problem
can be performed before the analyses begin (Racicot & Theoret, 2008; 2010). In
my study, if the EIV problem is significant, [ use the AH estimates for the analyses.
However, if the problem is not significant, | use the OLS estimates.

Artificial Hausman Regression
The modified model

I modify the model in Equation (1) for the AH regression as follows.
n=BRoton.+BW! +. A+ BuW 0,4+ .+ 0,10 +e 3)

where 0} isdefinedbytheprojectionregression, W," =y, + v, Z! +... + yx ZF + 4/,

of W/ onto a set (Z/,....Zf) of K IVs. The AH estimates (/. 0,84 ...8) from

Equation (3) are identical to the two-stage least squares estimates (Racicot &
Theoret, 2008). The model in Equation (2) can be modified for the AH regression
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in the same way. Once the models are modified, they can be estimated by the OLS.
If the problems are not present, 9, = .. = §,, = 0. The Wald statistic is a chi-square
variable of M degrees of freedom. Racicot and Theoret (2008, 2010) used the
conventional OLS covariance matrix for hypothesis tests, while Coen and Hubner
(2009) used White’s (1980) heteroscedasticity-consistent matrix. In this study,
however, [ use Newey and West’s (1987) heteroscedasticity- and autocorrelation-
consistent matrix because €+ can be heteroscedastic as well as autocorrelated.

Choices for instrumental variables

I'Vs must be informative, in that they must explain the movement of /,» well, and
must be valid, in that they are not correlated with e. in Equations (1) and (2). It is
difficult to choose 1Vs satisfactorily for a weather variable. The first choice is its
lag or other weather variables. These variables are informative. As seen in Table 1,
Panel 1, the weather variables have significant AR(1) coefficients, whereas Panel
2 and Worthington (2009) reported strong correlations among weather variables.
In this study, the current variables cannot be Vs because they will all appear as
regressors in the model. Their lags may not be possible because some observations
are missing.

The second choice is cumulant ['Vs, as proposed by Dagenais and Dagenais
(1997). The cumulant I'Vs are convenient because they can be computed from the
stock returns and weather variables. For the models in Equations (1) and (2), the
IVs are a unit vector ¢, of size 7,

ij — wm*wm’
Z;n — wm*,r7
2y =7,

zi = w"w"w" — 3w" [E( “ Tw ) *Ile;
2 =w"w"r—2" [E( w}r > *L] —rtr

o= B )| 2]

m
7

2 =rr'r—3r

where w” and r are the vectors of deviation of weather variable " and stock return
r from their means. /; is the identity matrix of size 7, and * denotes the Hadamard
element-by-element matrix multiplication operator. Note that z;' is Durbin’s
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(1954) IV and 47 is Pal’s (1980) IV. Dagenais and Dagenais (1997) acknowledged

m

that the results improved when they only considered {¢r,27,27'}.

The third choice is two-step [Vs in Racicot and Theoret (2010). These I'Vs
are extremely informative and strongly valid. In the first step, a set of Vs is chosen
and regressed on the weather variable W™ . In the second step, the regression errors
are treated as IVs for computing the projection errors #.*. Racicot and Theoret
(2010) showed empirically that the adjusted R* of erroneous dependent variables

for the two-step 1Vs, based on the {éT,ZJ 2] } set, could reach 80%, whereas the
correlation of OLS errors with the IVs was almost zero.

Due to their informativeness and validity, in this study, I use Racicot and
Theoret’s (2010) two-step IVs in the estimation. Four sets of [Vs are considered in
the first step Durbin’s (1954) {¢r, 21"}, Pal’s (1980) {¢r, 27}, Racicot and Theoret’s
(2010) {¢r,27,27'}, and Dagenais and Dagenais’s (1997) {¢r,27,...,2:}. Their
informativeness performances are compared, and the set with the highest average
R? will be chosen for the analyses.

The data

The data are daily. The stock returns are computed from log index differences.
The stock indexes to be studied are the closing SET, SET 50, and MAI indexes.
The SET index is a broad-based, value-weighted index of all stocks on the Stock
Exchange of Thailand; the SET 50 index is the value-weighted index of the 50
largest and most actively trading stocks; and the MAI index is the value-weighted
index of all stocks on the Market for Alternative Investment (MAI). The SET
index, SET 50 index, and MAI index began on 28 December 1990, 16 August
1995, and 2 September 2002, respectively. All indexes ended on 30 December
2015. The indexes were retrieved from the Stock Exchange of Thailand’s database.

Approximately 58% and 96% of the trading volumes of SET and MAI
stocks are from small, individual investors, and the remainder is from local
institutes, proprietary traders, and foreign investors (Khanthavit & Chaowalerd,
2016). It is likely that the percentage share from small, individual investors for the
SET 50 stocks is not above 58%. While the SET index is intended to represent the
overall market, the SET 50 and MAI indexes can represent the parts of the market
that are dominated by large investors and individuals, respectively.

The weather variables are air pressure (hectopascal), cloud cover (decile),

ground visibility (km), rainfall (mm), relative humidity (%), temperature (°C) , and
wind speed (knots per hour). These variables are a collection of weather variables
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that have also been considered in previous studies (e.g., Dowling & Lucey, 2008);
they are the most comprehensive set of variables among all weather studies for
Thailand (e.g., Hirshleifer & Shumway, 2003; Dowling & Lucey, 2005; Nirojsil,
2009).

The weather variables affect stock returns via investors’ moods. Goldstein
(1972) and Keller et al. (2005) reported a link between high air pressure and positive
mood. Low cloud cover was related to good moods, while high cloud cover was
related to bad moods and depression (Eagles, 1994). As for ground visibility, Lu
and Chou (2012) explained that people were more prone to melancholy feelings
and a decline in their general spirit due to insufficient light levels. In Schwarz
and Clore (1983), people rated their life satisfactions much higher on sunny days
than on cloudy or rainy days; in Sanders and Brizzolara (1982), low levels of
humidity were associated with good moods. The relationship of temperature with
moods was mixed. While Cunningham (1979) and Howarth and Hoffman (1984)
reported a positive relationship, Griffitt and Veitch (1971) and Goldstein (1972)
reported a negative one. Finally, Troros, Deniz, Saylan, Sen and Baloglu (2005)
and Denissen, Butalid, Penke, and van Aken (2008) found that wind deteriorated
moods.

Recently, Brahmana, Hooy and Ahmad (2015) pointed out that weather
conditions in tropical countries varied much less relatively to those in colder
countries, e.g. the U.S., for which most weather studies were conducted. The
researchers challenged whether or not weather conditions could influence return
behaviours in tropical countries in ways similar to those in colder countries. I argue
that the ways weather conditions affect moods are contingent on how good or bad
the weather conditions were prior to the time the relationship between moods and
current weather is measured (Keller et al., 2005). For this reason, weather effects
can exist in Thailand too, although it is a country in the tropical zone. Moreover,
significant weather effects were found for tropical countries. For example, in
national studies, Brahmana, Hooy and Ahmad (2015) found cloud-cover effects
for Indonesia, and Nirojsil (2009) found temperature effects for Thailand. In
international studies, Hirshleifer and Shumway (2003) and Dowling and Lucey
(2008) found the effects for Brazil, Indonesia, Malaysia, Mexico and Singapore.

92



f Weather Effects

won o,

Instrumental-Variable Estimat

*K[oA100dsal {(SuUoneAIdsqo {71‘9) sAep Suiper) U0 ejep PaAIdsqoO Pasieuoseas-op ‘pandur

.—.:\_N Am_{—O:NEwL.O N?hnwv m%ﬂ.—v .—Nﬂ—h@—ﬁu uo mﬁN—u ﬁvoaumsc mv»um:m:n SBOS: P 0—\= ECL_,_ T il 00 AIB S ST)E)S — z mvz.‘m 1 .—u>0— DQEECEQQ .X_@O Or—ﬁ e Oogucmﬂwmm = e mgwﬁumh— :OSN::._ uu:wmhm\/ = ,w=> "NNQZ
T090°T Isev'l 198%'1 9LET'T €20T'T SV T YEVT T dIA
0000 ,.TL80°0 BIET0- E180°0— SL8T0 VP00 1620170 poads puim

0000'T ,..668T0~ ,.829T0- LPIPT0 . 98TE 0~ ,.0ThE0— amperadua ],

0000'T .., 18970 WESTTO- V1050 W ELOT'0— Apprumgy aATR[Y

00001 00910~ .. 12810 €000 Trepurey

0000'T L 90T10~ Lh00°0~ AunqistA punoro

0000'T L0100 19400 PRo[)

0000'T amssa1d MY

paadg pury amjeroduwa ], Aypriung] sAnR[oY Treyurey KN[IQISTA punoIn I3A0)) PO QINSsoI IV SO[QRLIEA IOYIBOA

Puno1n = ANIQISIA 10 ‘A[PANOadsal ‘sAep JEpus[ed pue sAep SUIPEI} UO BIEP PIAISSQO ) WO pNdwod d1e sonsHels = , pue ; d[qedtjdde Jou = “v'N [9AS] SIUSPLUOD %66 Y} J& SOUBIYIUSIS =

SI[QBLIEA JIYILIA PISIBUOSEIS-2( ‘PIIndui] JO $10)0¢] UONBFU[-DIUBLIEA PUE SUOHEPIIO)) :T [dUB

Aypruny SAE[OY = AU oy ‘ANJIQISIA

210N

o

i€ 1 T L s1 Ve €1 VN VN VN SEARurD SSIN
e 602 602 1t e 967 e VN VN VN skeq-D SSIN
1£1'6 1€1'% 1£1'6 1€1' 1£1' 1£1% 1£1% VN VN VN skeqq epua[e)
€ o1 01 L p1 I3 1 0 0 0 SIEAIWI-L "SI
oLl ov ovl €1 681 00z 191 0 0 0 Seql-1 “SSUA
e bZ1%9 s ¥eI'9 e ver'9 VeI'9 097°€ 066'% P29 skeqq Swper]
LSEELO €660 99080  L.IE00 L9990 ..660L0  ..S6060 1900~ 95800 . 61600 (v
LT6T B0 L88SE LOIIOLT L SWT L b6Y 60T LSPOGKOT U801 . ¥S6I WS gt
281881 SShE9E 959516 00SS'LT L2l 0000'8 SSPS0ST 69250 6521°0 SETT0 wmnumrxepy
L2LT0 00018 6060 0000°0 1605 6060°0 0000°0 veTe o £TL10- 9091°0- Wy
65281 ¥8Y8'T 90967 19298 96vT 1 6LT O~ 17000 £207011 boSTL ) stsopmy ssa0x;]
80L0'1 05180 60LY 0~ SLEGL - £295°0~ 05LE0 L¥ET0- 6v120 ¥820°0 SSOUMAYS
SELET 951 985501 pOvS'1 0st'1 ovzyl 6TVL'6T 6510°0 ¥810°0 0910°0 as
1769°s 651667 187659 SIPE0 16588 ¥89Y'S 655896 POHLOS  SOEVIY—  POEITT ue
(anoy/sjous) .) (%) [CT) [CB) (a1100p) ([eosedojooy))
poodgpuiy  omendwop  AIpENEIoy ey AMQIIAID  PAODPNO[)  QImSsaid IV VI 05 L8 L8 sonsieIs
SOIQRLIEA I0[Ied M PAIedIu) SLIY Xopuy

SI[RLIBA JIYIBIAN PIIBAIIU[) PUR SUANIIY Xdpu] [ [dueq

$o1SYDIS 2411d11ISI(]
19198L

93



Anya Khanthavit

The weather data are for Bangkok weather and are measured by the Thai
Meteorological Department’s weather station at Don Muang Airport. The data
coverage began on 1 January 1991, and ended on 31 December 2015. I retrieved
the data from the Thai Meteorological Department’s database.

During the sample period, the SET had four regimes of trading hours:

1. From 9.00 to 12.00 for the 1 January 1991-30 June 1992 period

2. From 10.00 to 12.30 and from 14.30 to 16.00 for the 1 July 1992-
3 November 1994 period

3. From 10.00 to 12.30 and from 14.30 to 16.30 for the 4 November 1995—
5 September 1999 period

4. From a random morning beginning time (between 9.55 and 10.00 to 12.30)
and from a random afternoon beginning time (between 14.25 and 14.30)
to a random closing time (between 16.35 and 16.40) for the 6 September
199931 December 2015 period

Following Hirshleifer and Shumway (2003), I calculate the daily weather
variables by their average levels from 6.00 to 16.00. I am aware that in regime
(1), the weather conditions in the afternoon are not able to affect morning prices
and returns. However, the averages can serve as samples for the days because the
weather variables were autocorrelated, they served as proxies, and the induced EIV
problem was readily addressed by the proposed approach.

Significant weather effects may be spurious due to weather and return
seasonality (Hirshleifer & Shumway, 2003). To avoid possible spuriousness, |
de-seasonalised the weather variables, as in Hirshleifer and Shumway (2003),
with their averages for each week of the year over the 1991-2015 sample period.
Zero is imputed in the missing cases because it is the unconditional means of de-
seasonalized variables.

Table 1, Panel 1 reports the descriptive statistics of the index returns
and untreated weather variables. The daily mean returns are small, relative to
their standard deviations. The return skewnesses are almost zero, whereas the
excess kurtoses are very large. The return autocorrelations are significant, thus
supporting the use of Newey and West’s (1987) covariance matrix for hypothesis
tests. Although the Jarque-Bera (JB) tests reject the normality hypothesis for the
three indexes, the OLS regressions are valid even for the one-year sub-periods.
The number of observations for each sub-period is large, ranging from 242 to 245
trading days.
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Temperature, cloud cover, humidity, and ground visibility are negatively
skewed; rainfall, wind speed, and air pressure are positively skewed. All variables,
except for cloud cover, have fat-tailed distributions. The normality hypothesis is
rejected for the seven weather variables. The AR(1) coefficients are significant,
which suggests that weather’s lagged values are informative and can be candidates
for IVs. Itis important to note, nevertheless, that the number of weather observations
is not equal for either calendar or trading days. The significant AR(1) coefficients
are indicative, and the lagged values may not be very useful.

Table 1, Panel 2 reports the correlations among the de-seasonalised
variables. The weather samples are those for non-missing calendar days. All
correlations, except those for air pressure-ground visibility and air pressure-rainfall
pairs, are highly significant. The significant correlations support the models in
Equations (1) and (2), which show a direct and unique effect for each variable. In
placing correlated variables together in a regression risk multicollinearity, I check
for multicollinearity using the variance inflation factors (VIFs) in the last row of
the panel. The statistics are computed from the imputation series for trading days
because these series will be used in the estimation. The largest VIF is 1.4861 and is
much smaller than the 10-level threshold. The VIFs do not suggest multicollinearity.

Table 2 reports the informativeness and validity performance of the
two-step IV sets. Informativeness is measured by a high R? of the regression of
weather variables on IVs; validity is measured by a low R? of the regression of
the error term in Equation (1) on IVs. For all seven weather variables and three
index returns, the two-step [Vs based on Pal’s (1980) set perform the best. The
average informativeness R’s are highest at more than 0.85, and the validity R’s are
practically zero. With respect to their performance, the Pal (1980)-based, two-step
IVs are used in the estimation.
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Instrumental-Variable Estimation of Weather Effects
EMPIRICAL RESULTS
Tests for Errors-in-Variable (EIV) Problems and Weather Effects

I test for the EIV problems first. If the problems are significant, the tests for
significant individual-weather coefficients and weather effects are based on AH
regressions. However, if they are not, the tests are based on OLS regressions. Table
3, Panel 1 reports the results for the SET index return. For the full period from 1991
to 2015, the test cannot detect the EIV problem. The OLS coefficient for ground
visibility is significant but weak at the 90% confidence level. The Wald test cannot
identify the weather effects. The inability to detect the weather effects may result
from the incorrect assumption of fixed weather effects over the full period. When
I repeat the procedure for the one-year sub-periods, the results are quite different.

The joint test, based on the summed *(7) statistics for EIV problems
over the 25-year period, rejects the no-EIV hypothesis at a 99% confidence level.
For individual sub-periods, the EIV problems are significant in 1991, 1996, 1998,
2002, 2004, 2005, 2006, 2007, 2008, 2013, 2014, and 2015. As opposed to the full-
period regression test, the summed -%*(7) joint test is able to identify significant
weather effects. The confidence is very high at the 99% level. The effects for
individual sub-periods are found in 1991, 1992, 1995, 1999, 2002, 2003, 2008,
2011, and 2013. To further identify the weather variables that contribute to the
significant effects, I add the 25 x*(1) statistics for individual weather variables
over the 25 one-year sub-samples. The summed statistics are significant for air
pressure and rainfall. This finding leads me to conclude that the significant weather
effects for the SET index return are air pressure and rainfall effects.

Table 3, Panel 2 reports the results for the SET 50 index return. The full
period is 21 years from 1995 to 2015. The results are similar to those for the SET
index return. The full-sample regression tests cannot detect either EIV problems
or weather effects. However, when the full period is broken into 21 one-year sub-
periods, the summed chi square statistics suggest significant EIV problems and
weather effects. Air pressure and rainfall are the contributing variables to the
significant weather effects.

The results for the MAI index return are reported in Table 3, Panel 3.
The 14-year full-period regression detects the EIV problem at the 90% confidence
level; the joint tests from individual sub-sample regressions also find significant
EIV problems. The weather effects are not significant in the full-period regression
test. Although the sub-sample tests for 2008 and 2014 find significant weather
effects, based on the joint test, the effects are not significant for the full period.
Because the effects are weak or nonexistent in the full period and sub-periods, |
conclude that weather does not influence the MAI index returns.
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Instrumental-Variable Estimation of Weather Effects

DISCUSSION
Usefulness of Artificial Hausman Regressions

Although the EIV problems are present, OLS and AH regressions may yield
similar results. If the results for the two regressions are generally similar, the
AH regression is not useful; this regression should be avoided because it is more
complicated and more difficult to estimate.

To demonstrate that AH regression warrants the effort, I check for the
sub-periods in which EIV problems are significant and then compare the weather-
test results for the AH regression against the OLS regression. The fact that the
two regressions give the same weather-test results implies a zero probability of
conflict. I test the no-conflict hypothesis using Pearson’s chi square test. The test
fails if the probability is zero. Thus, I assume small probabilities of 1% and 5%
under the null hypothesis. The results are shown in Table 4.

From the table, the hypothesis is rejected for the three index returns when
the probability is 1%. At a 5% probability of conflict, the hypothesis is rejected
for the SET and SET 50 index returns. Based on this finding, the AH regression
is useful. The analyses begin with the OLS results. However, when the EIV and
missing-variable problems are present, the OLS coefficients are both biased and
inconsistent. The AH coefficients remain consistent. The quality improves if the
analyses switch from using OLS results to AH results.

Table 4
Tests for the Usefulness of artificial hausman regressions

SET Index SET 50 Index MAI Index

Statistics Return Return Return

Number of Significant EIV Cases 12 11 5

Number of Conflicting Weather Results 2 3 1

2 (1) Pb=1% 29.4533™" 75.9282" 18.0500"
Pb=5% 3.2667" 10.9136™ 2.2500

Note: " and ™" = significance at 90% and 99% confidence levels, respectively. Ph = Probability of conflicting
results for the OLS regression with the artificial Hausman regression, given that the EIV problem is significant.

IV Regressions in Furhwirth and Sogner (2015)

Furhwirth and Sogner (2015) noted that the weather effects on asset prices were
indirect and resulted from changes in investor’s mood. In the indirect-effects
specification, weather and control variables can be correlated with regression
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errors. Hence, an IV two-stage least squares estimation was used to provide
consistent estimates. The researchers reported that the IV results differed from
the OLS results, implying that the IV regressions were important and useful. My
approach is able to manage the misspecification from the weather’s indirect effects
as well. The AH regressions produce exactly the same estimates as the two-stage
least squares regressions (Racicot & Theoret, 2008).

Time-Varying Weather Effects and Market Efficiency

If the market is efficient, weather effects cannot exist or must disappear quickly.
The fact that the effects exist is evidence against market efficiency. Although the
market is not fully efficient, efficiency should improve over time due to factors
such as adaptive investors, strong competition, communication networks and
financial innovation (Lo, 2004). For Thailand, Khanthavit (2016b) found improving
efficiency for the SET and SET 50 index returns but not for the MAI index return.

Researchers, e.g., Yoon and Kang (2009), argued that existing weather
effects in early sub-samples and disappearing effects in later sub-samples supported
the improving-efficiency hypothesis. In essence, the researchers linked improving
efficiency to a negative relationship between weather effects and time.

In this study, the results in Table 3 allow me to examine this important
improving-efficiency hypothesis. I follow the procedure in Doyle and Chen (2009)
by using the sizes of chi-square statistics in the last columns of Panels 1 to 3 to
measure the significance of the weather effects and relate them to time. Before
I continue with the test, I note in Table 3 that the weather effects appeared in
early sub-periods, disappeared, re-appeared, and then disappeared again. This is
known as wandering behaviour. Although market efficiency improves over time,
it may also wander. The results in Table 3 allow me to relate the weather effects
to the efficiency levels. In equation (2), the size and significance of the return’s
autocorrelation coefficient p_ indicate the efficiency levels (Lo, 2004). The chi
square statistics for the significance of o_ are readily available in Column 3 of
Panels 1 to 3. Table 5 shows the regression coefficients of the chi square statistics
for weather effects with those of p-’s significance and time. This test is new and
is the first to explicitly relate the weather effects with the efficiency levels. If the
weather effects disappear over time, the time coefficient must be negative and
significant. If the effects wander with the efficiency level, the market-efficiency
coefficient must be positive and significant. However, in Table 5, none of the time
coefficients are significant; therefore, I conclude that the weather effects in the
SET exist and wander over time. It is interesting and important to find for the SET
50 index that the market-efficiency coefficient is positive and significant at the
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95% confidence level. The results support the covariation of weather effects with
market-efficiency levels.

Table 5

Relationships of Bangkok-weather effects with time and market efficiency
Index Return Time Market-Efficiency
SETOLS —0.0583 0.1050

SET 50AH®a) 0.1615 1.4656™
MATICLS 0.2259 0.2170

Note: ™" = significance at the 95%, confidence level, °*° = results from the OLS regression, and A1 = results from
the artificial Hausman regression using the two-step, Pal (1980)-based IVs.

Who are Weather-Sensitive Investors?

Forgas (1995) proposed that investors with limited knowledge tended to allow
mood to interfere with decision-making. In Thailand, these investors are small,
local, individual investors (Dowling & Lucey, 2008). Comparing the results of
the SET 50 index returns, in which large investors are dominant, against the MAI
index returns, in which small individuals are dominant, sheds light on Forgas’
(1995) proposal.

In Table 3, Column 3 of Panels 2 and 3, the no return autocorrelation-based
market-efficiency hypothesis was rejected for both the SET 50 and MAI index
returns. Thus, if the weather effects were present, the dominant investors should
have been the contributors. The fact that weather effects existed for the SET 50
index return but not for the MAI index return negates the Forgas (1995) hypothesis.
It is likely that large investors were weather-sensitive and caused weather effects
in the Stock Exchange of Thailand. This finding is counter-intuitive. So, how can
it be explained?

Consider the Kyle (1985) model. If it is modified to incorporate weather
effects, the value known to informed investor can be the sum of the true stock
value and weather part, while the random trade quantity of noise trader is due to
noise plus the weather part. Moreover, if the volatility of the noise is large, the
weather part in the random trade quantity is effectively zero. In equilibrium, the
price reflects the true value, the weather part, and the noise-trader’s volume.

Small, individual investors were considered noise traders in the literature

(e.g., De Bondt, 1998). For MAI stocks, they were the majority, whose trading
constituted 96% of the aggregate volume (Khanthavit & Chaowalerd, 2016). The
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noise-trader’s volume was large and dominant vis-a-vis the weather part, so that
weather effects were not significant.

Comparison with Previous Studies on the Stock Exchange of Thailand

Weather effects were studied for the Stock Exchange of Thailand, for example, by
Nirojsil (2009) and Sriboonchitta et al. (2014). Although their methodologies and
sample periods differed, their results corresponded to one another. The temperature
effects were significant. In Table 3, I could not find significant temperature effects
in the summed chi square tests or full sample tests. By examining the results in
Table 3, Panel 1 for the same sample periods as theirs, i.e., from 1992 to 2008
for Nirojsil (2009) and from 1996 to 2010 for Sriboonchitta et al. (2014), I find
significant but weak temperature effects at the 90% confidence level in 1994, 1997,
1999, and 2001. An important and interesting question is why our results differ.
Three possible explanations are as follows.

First, their models were mis-specified due to measurement errors in the
temperature variable. To check this theory, I re-estimate Equation (1) for their
sample periods and with the lagged return and only using the temperature variable.
I check for the EIV problem and test for the temperature effect using the OLS
estimates when the EIV problem is not present. If it is present, I use the AH
estimates. The results are in Columns 2 and 3 of Table 6. Using the approach I
proposed, the temperature effects are found. Thus, the EIV problem cannot be the
explanation.

Second, from Table 1, Panel 2, the temperature was significantly correlated
with air pressure and rainfall. Thus, the significant temperature effects could, in
fact, have been the air pressure and rainfall effects. I check for this explanation
by estimating Equation (1) in their sample periods. The results are in Table 6,
Columns 4 to 6. In Column 5, the temperature effects are still significant, but they
are at a 90% confidence level and are much weaker than the effects shown in
Column 3. The significant temperature effect is partly explained by the significant
air pressure and rainfall effects.

Third, the fixed-effect hypothesis implicitly made by Nirojsil (2009)
and Sriboonchitta et al. (2014) was incorrect. If the incorrect hypothesis is the
explanation, the temperature effect should disappear in the regression of Equation
(2) for the one-year sub-periods in their full samples. I use the chi square statistics
in Table 3, Panel 1 to check for this explanation. The results are in Table 6, Columns
7 to 9. The summed chi square statistics in column § for significant temperature
coefficients are small and not significant for the two studies. However, the joint tests
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in Table 6, Column 9 find significant weather effects. To link the main contributors
of the significant effects with air pressure and rainfall, I compute the summed chi
square statistics for significant air pressure and rainfall effects for Nirojsil (2009)
and Sriboonchitta et al.’s (2014) sample periods. I find that the air pressure statistics
for Nirojsil (2009) and Sriboonchitta et al. (2014) are significant at the 95% and
90% confidence levels, respectively. The rainfall statistics for both studies are
significant at the 99% confidence level. These findings, together with that for the
second explanation, lead me to conclude that the significant temperature results
in the previous studies were incorrect. They were driven by the incorrect fixed-
effect assumption. In fact, the significant weather effects were the air pressure and
rainfall effects I found in this study.

Further Investigation of Air Pressure and Rainfall Effects on Stock Returns

Boker, Leibenluft, Deboeck, Virk, and Postolache (2008) explained that air
pressure affected moods due to its effect on neurotransmitters implicated in mood
regulation. With respect to Wurtman and Wurtman (1989), sunlight associated with
rainy days caused falling serotonin levels to fall, which led to bad moods. Studies,
e.g., Goldstein (1972), have reported that good moods were associated with high
air pressure levels, but others, e.g., Schwarz and Clore (1983), reported that bad
moods were associated with rainfall. Based on these findings, the air pressure and
rainfall effects on stock returns should be unidirectional. In this study, however,
I find that the significant air pressure and rainfall coefficients can change signs
from one sub-period to another (Khanthavit, 2016c). For example, for the SET
index return, the air pressure coefficients were significant and positive in 1995,
2003, 2011, and 2013 but were significant and negative in 2005 and 2008. The
rainfall coefficients were significant and positive in 1998 and 2002; they were
significant and negative in 1992, 1998, 2003, and 2008. Sign changes are also
possible. Denissen et al. (2008) and Keller et al. (2005) noted that mood reactions
to day-to-day weather fluctuations might not be generalised to reactions to seasonal
fluctuations. Although seasonality was removed from among the sample weather
variables (Hirshleifer & Shumway, 2003), the issue of whether the good or bad
weather was temporary or prolonged was important to both investors and their
moods (Watson, 2000).
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CONCLUSION

Tests for weather effects generally have at least four estimation problems: incorrect
fixed-effect assumptions, missing-data problems, errors-in-variables (EIV)
problems, and omitted-variable problems. The incorrect assumptions, missing-
data problems, and omitted-variable problems were addressed in previous studies.
However, the results were not satisfactory or the approaches were not successful.
Moreover, the EIV problem had never been raised. In this study, I proposed an
approach to resolve the four estimation problems simultaneously. The incorrect
fixed-effect assumption was fixed by breaking a long full-sample period into
short one-year sub-periods. The missing-data problem was resolved by imputing
unconditional means of weather variables into the missing cases. I mitigated
the omitted-variable problem by considering a comprehensive set of weather
variables. Finally, I corrected the EIV and omitted-variable problems by using
OLS regressions together with artificial Hausman (AH) regressions and choosing
consistent AH results when the problem was present. Otherwise, the efficient,
unbiased, and consistent OLS results were chosen for the analyses.

I revisited the Bangkok weather effects to demonstrate the advantages
of the proposed approach. Bangkok was chosen because it featured conditions
that led to the four estimation problems, and the Stock Exchange of Thailand is
an important emerging market. The study found conflicting results in OLS and
AH regressions in some sub-periods when the EIV problem was present. In the
conflict cases, the study chose consistent AH results over biased and inconsistent
OLS results. As opposed to previous studies, this study did not find significant
temperature effects but instead identified significant air pressure and rainfall
effects. The study showed that the temperature effects were due to the incorrect
fixed-effect assumption. The temperature effects were, in fact, the air pressure and
rainfall effects.

It is important to note that the approach did not completely resolve the
incorrect fixed-effect assumption; the assumption was still made for the one-year
sub-periods. It is more realistic to allow the effects to vary daily over the sample
period. The study can be extended into time-varying weather effects, but I leave
this extension for future research.

107



Anya Khanthavit

ACKNOWLEDGEMENTS

The author thanks the Faculty of Commerce and Accountancy, Thammasat
University for the research grant. The author also thanks Sumridh Sudhibrabha,
Somchai Sanplang, and the Thai Meteorological Department for the weather-
variable data.

REFERENCES

Afifi, A. A., & Ekashoff, R. M. (1967). Missing observations in multivariate statistics II.
Point estimation in simple linear regression. Journal of the American Statistical
Association, 61(317), 10-29. https://doi.org/10.1080/01621459.1967.10482884

Akhtari, M. (2011). Reassessment of the weather effect: Stock prices and Wall Street
weather. Michigan Journal of Business, 4(1), 51-70.

Barnston, A. G. (1988). The effect of weather on mood, productivity, and frequency of
emotional crisis in a temperate continental climate. International Journal of
Biometeorology, 32(2), 134—143. https://doi.org/10.1007/BF01044907

Baum, C. F. (2006). An introduction to modern econometrics using Stata. Texas: StataCorp.

Bloomberg Markets. (2013). The top 20 emerging markets, 31 January. Retrieved from
http://www.bloomberg.com/slideshow/2013-01-30/the-top-20-emerging-
markets.html#slide19

Boker, S. M., Leibenluft, E., Deboeck, P. D., Virk, G., & Postolache, T. T. (2008). Mood
oscillations and coupling between mood and weather in patients with rapid cycling
bipolar disorder. International Journal of Child Health and Human Development,
1(2), 181-203.

Brahmana, R. K., Hooy, C. W., & Ahmad, Z. (2012). The role of herd behaviour in
determining the investor’s Monday irrationality. Asian Academy of Management
Journal of Accounting and Finance, 8(2), 1-20.

Brahmana, R. K., Hooy, C. W., & Ahmad, Z. (2015). Does tropical weather condition
affect investor behavior? Case of Indonesian stock market. Global Business and
Economics Review, 17(2), 188-202. https://doi.org/10.1504/GBER.2015.068566

Cao, M., & Wei, J. (2005). Stock market returns: A note on temperature anomaly.
Journal of Banking and Finance, 29(6), 1559—1573. https://doi.org/10.1016/].
jbankfin.2004.06.028

Coen, A., & Hubner, G. (2009). Risk and performance estimation in hedge funds revisited:
Evidence from errors in variables. Journal of Empirical Finance, 16(1), 112—125.

Cunningham, M. (1979). Weather, mood and helping behavior: Quasi-experiments with
the sunshine Samaritan. Journal of Personality and Social Psychology, 37(11),
1947-1956. https://doi.org/10.1037/0022-3514.37.11.1947

Dagenais, M. G. (1973). The use of incomplete observations in multiple regression
analysis: A generalized least squares approach. Journal of Econometrics, 1(4),
317-328. https://doi.org/10.1016/0304-4076(73)90018-3

108



Instrumental-Variable Estimation of Weather Effects

Dagenais, M. G., & Dagenais, D. L. (1997). Higher moment estimators for linear regression
models with errors in variables. Journal of Econometrics, 76(1-2), 193-221.
https://doi.org/10.1016/0304-4076(95)01789-5

De Bondt, W. F. M. (1998). A portrait of the individual investor. European Economic
Review, 42(3), 831-844. https://doi.org/10.1016/S0014-2921(98)00009-9

Denissen, J. J. A., Butalid, L., Penke, L., & van Aken, M. A. G. (2008). The effects of
weather on daily mood: A multilevel approach. Emotion, 8(5), 662—667. https://
doi.org/10.1037/a0013497

Dowling, M. & Lucey, B. M. (2005). Weather, biorhythms, beliefs and stock returns—
Some preliminary Irish evidence. International Review of Financial Analysis,
14(3), 337-355. https://doi.org/10.1016/j.irfa.2004.10.003

Dowling, M., & Lucey, B. M. (2008). Robust global mood influences in equity pricing.
Journal of Multinational Finance, 18(2), 146—164. https://doi.org/10.1016/].
mulfin.2007.06.002

Doyle, J. R., & Chen, C. H. (2009). The wandering weekday effect in major stock markets.
Journal of Banking and Finance, 33(1), 1388—-1399. https://doi.org/10.1016/].
jbankfin.2009.02.002

Durbin, J. (1954). Errors in variables. Review of the International Statistical Institute,
22(1/3), 23-32. https://doi.org/10.2307/1401917

Eagles, J. (1994). The relationship between mood and daily hours of sunlight in rapid
cycling bipolar illness. Biological Psychiatry, 36(6), 422—424. https://doi.
org/10.1016/0006-3223(94)91216-5

Forgas, J. P. (1995). Mood and judgment: The affect infusion model (AIM). Psychological
Bulletin, 177(1), 39-66. https://doi.org/10.1037/0033-2909.117.1.39

Furhwirth, M., & Sogner, L. (2015). Weather and SAD related effects on the financial
market. Quarterly Review of Economics and Finance, 57, 11-31. https://doi.
org/10.1016/j.qref.2015.02.003

Goetzman, W. N., Kim, D., Kumar, A., & Wang, Q. (2015). Weather-induced mood,
institutional investors, and stock returns. Review of Financial Studies, 28(1), 73—
111. https://doi.org/10.1093/rfs/hhu063

Goldstein, K. M. (1972). Weather, mood, and internal-external control. Perceptual and
Motor Skills, 35(3), 786.

Griffitt, W., & Veitch, R. (1971). Hot and crowded: Influences of population density and
temperature on interpersonal affective behavior. Journal of Personality and Social
Psychology, 17(1), 92-98. https://doi.org/10.1037/h0030458

Hirshleifer, D., & Shumway, T. (2003). Good day sunshine: Stock returns and the weather.
Journal of Finance, 58(3), 1009—1032.

Howarth, E., & Hoffman M. S. (1984). A multidimensional approach to the relationship
between mood and weather. British Journal of Psychology, 75(1), 15-23. https://
doi.org/10.1111/j.2044-8295.1984.tb02785.x

Keller, M. C., Fredrickson, B. L., Ybarra, O., Cote, S., Johnson, K., Mikels, J., Conway,
A., & Wager, T. (2005). A warm heart and a clear head: The contingent effects of
weather on mood and cognition. Psychological Science, 15(9), 724—731. https://
doi.org/10.1111/j.1467-9280.2005.01602.x

109



Anya Khanthavit

Khanthavit, A. (2016a). Bangkok weather, weather-sensitive investors, and Thai
government-bond returns (Working Paper). Bangkok: Faculty of Commerce and
Accountancy, Thammasat University. https://doi.org/10.13140/RG.2.1.3950.4880

Khanthavit, A. (2016b). The fast and slow speed of convergence to market efficiency: A
note for large and small stocks on the Stock Exchange of Thailand. Social Science
Asia, 2(2), 1-6.

Khanthavit, A. (2016c¢). Instrumental-variable estimation of Bangkok-weather effects in
the Stock Exchange of Thailand: Appendix (Supplement). Bangkok: Faculty of
Commerce and Accountancy, Thammasat University. https://doi.org/10.13140/
RG.2.1.2598.8087

Khanthavit, A. & Chaowalerd, O. (2016). Revisiting the day-of-the-week effect in the
Stock Exchange of Thailand. Journal of Business Administration, 39(151), 73—-89.

Kyle, A. S. (1985). Continuous auction and insider trading. Econometrica, 53(6), 1315—
1335. https://doi.org/10.2307/1913210

Little, R. J. A. (1992). Regression with missing X’s: A review. Journal of the American
Statistical Association, 87(420), 1227-1237.

Lo, A. (2004). The adaptive markets hypothesis: Market efficiency from and evolutionary
perspective. Journal of Portfolio Management, 30(5), 15-29. https://doi.
org/10.3905/jpm.2004.442611

Lu, J., & Chou, R. K. (2012). Does the weather have impacts on returns and trading
activities in order-driven stock markets? Evidence from China. Journal of
Empirical Finance, 19(1), 79-93. https://doi.org/10.1016/j.jempfin.2011.10.001

Lucey, B., & Dowling, M. (2005). The role of feelings in investor decision-making.
Journal of Economic Surveys, 19(2), 211-237. https://doi.org/10.1111/j.0950-
0804.2005.00245.x

Mehra, R., & Sah, R. (2002). Mood fluctuations, projection bias, and volatility of equity
prices. Journal of Economic Dynamics and Control, 26(5), 869—887. https://doi.
org/10.1016/S0165-1889(01)00035-5

Newey, W. K., & West, K. D. (1987). A simple, positive semi-definite, heteroskedasticity
and autocorrelation consistent covariance matrix. Econometrica, 55(3), 703-708.
https://doi.org/10.2307/1913610

Nirojsil, N. (2009). Are stock market returns related to the weather effects?
Empirical evidence from Thailand (unpublished master’s independent study).
Bangkok: Faculty of Commerce and Accountancy, Thammasat University.
Retrieved  from  http://mif2.tbs.tu.ac.th/getFileDownload.php?path=02/file
doc/6620131119040712.pdf

Pal, M. (1980). Consistent moment estimators of regression coefficients in the presence
of errors in variables. Journal of Econometrics, 14(3), 349-364. https://doi.
org/10.1016/0304-4076(80)90032-9

Racicot, F. E., & Theoret, R. (2008). On comparing hedge fund strategies using new
Hausman-based estimators. Journal of Derivatives and Hedge Funds, 14(1),
9-30. https://doi.org/10.1057/dhf.2008.3

110



Instrumental-Variable Estimation of Weather Effects

Racicot, F. E., & Theoret, R. (2010). Optimal instrumental variables generators based
on improved Hausman regression, with an application to hedge fund returns.
Journal of Wealth Management, 13(1), 103-123. https://doi.org/10.3905/
JWM.2010.13.1.103

Ramsey, J. B. (1969). Tests for specification errors in classical linear least-squares regression
analysis. Journal of the Royal Statistical Society. Series B (Methodological),
31(2),350-371.

Sanders, J. L., & Brizzolara, M. S. (1982). Relationships between weather and mood.
Journal of General Psychology, 107(1), 155-156. https://doi.org/10.1080/0022
1309.1982.9709917

Saunders, E. M., Jr. (1993). Stock prices and the Wall Street weather. American Economic
Review, 83(5), 1337-1345.

Schwarz, N., & Clore, G. L. (1983). Mood, misattribution, and judgments of well-being:
Informative and directive functions of affective states. Journal of Personality and
Social Psychology, 45(3), 513-523. https://doi.org/10.1037/0022-3514.45.3.513

Sriboonchitta, S., Chaitip, P., Sriwichailamphan, T., & Chaiboonsri, C. (2014). Stock market
returns and the temperature effects: Thailand. Global Journal of Marketing and
Management, 1(1), 11-15.

Stock, J., & Watson, M. W. (2003). Introduction to econometrics. New York: Prentice Hall.

Stock Exchange of Thailand. (2016). Annual report 2015: Towards the 5" decade of
sustainable growth. Retrieved from http://www.set.or.th/en/about/annual/files/
annual_report 2015 en.pdf

Stock News Online. (2015). SET, together with Brokers, the Thai Chamber of Commerce
and Board of Trade of Thailand, and the Federation of Thai Industries initiated
New Frontier Roadshow. Forty thousand, new investors were targeted (aan. suila
Tusns-mamsan-a.o.n. iunwidalsale gal,ijwﬂf:ﬂ;gammﬁu 4 wiusw), 1 April. Retrieved from
http://www.kaohoon.com/online/content/view/6001

Troros, H., Deniz, A., Saylan, L., Sen, O., & Baloglu, M. (2005). Spatial variability of
chilling temperature in Turkey and its effect on human comfort. Meteorology and
Atmospheric Physics, 88(1-2), 107-118. https://doi.org/10.1007/s00703-003-
0072-5

Yoon, S., & Kang, S. H. (2009). Weather effects on returns: Evidence from the Korean stock
market. Physica A, 388(5), 682—690. https://doi.org/10.1016/j.physa.2008.11.017

Watson, D. (2000). Mood and temperament (1st ed.). New York: Guilford Press.

White, H. (1980). A heteroskedasticity-consistent covariance matrix estimator and a
direct test for heteroskedasticity. Econometrica, 48(4), 817-838. https://doi.
org/10.2307/1912934

Worthington, A. (2009). An empirical note on weather effects in the Australian stock
market, Economic Papers, 28(2), 148-154. https://doi.org/10.1111/j.1759-
3441.2009.00014.x

Wurtman, R. J., & Wurtman, J. J. (1989). Carbohydrates and depression. Scientific
American, 260(1), 68—75. https://doi.org/10.1038/scientificamerican0189-68

111



