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ABSTRAK

Objektif kajian ini ialah untuk menentukan sama ada peranan yang dimainkan oleh
para pengguna, pihiak pengurusan dan pembangun sistem boleh mempengariii:

kejayaan implementasi CAS di sektor awam.

Terdapat satu pembolehubah bersandar iaitu kejayaan implementasi CAS, lapan
pembolehubah tak bersandar yang dikatégorjkan kepada peranan para penggun,
peranan pengurusan dan peranan pembangun CAS dan tiga pgmbqlehuba@_ aruhan
iaitu saiz projek, stfuktﬁr projek dan dokumentasi sisteﬁi sebelum hﬁélementasi CAS.
Satu set soal selidik telah disediakan (sebagai alat mengumpul data primer) dan telah
diedarkan melalui pos kepada 160 responden yang terdiri daripada kakitangan
komputer di 120 organisasi kerajaan. Setiap responden telah diminta supaya hlemilih
satu CAS yang telah diimplementasikan di organisasi mereka. Sebanyak 138 CAS

telah dianalisis dengan menggunakan statistik (multiple regression).

Didapati bahawa peranan para pengguna, pengurusan dan pembangun CAS memberi
kesan ‘kepada kejayaan impiefnentasi CAS: Marnakalar struktur_- projek  dan
dokumentasi sistem sebelum implementasi CAS memberi kesan aruhan. Oleh yang
deﬁikian, amatlah penting agar para pengguna, pengurusan dan pembangun CAS
memainkan peranan mereka masing-masing bagi menjayakan implementasi kesemua

projek CAS kerajaan.




ABSTRACT

The objective of this research is to investigate whether the different roles played by
users, management and developers could influcace the success of CAS

implementation in the public sector.

The dependent .yglriable is the success of CAS implementation, 8 independent
variables are categorized into 3 categories namely the users’ roles, management roles
and developers’ rol¢s and 3 moderaﬁing variables namely projects size, projects
stlr'ucture'rzrn;d Vadequate-doéumeﬁtaﬁon of existing system. A set of questionnaire has
been constructed and it acts as an instrument to collect primary data and it will be
distributed via mail to 160 respondents comprising of computer personnel in 120
government organizations. Statistical analysis using multiple regression (enter

method) was performed to thel38 CAS.

From the study, users’, management and developers’ roles have a significant impact
on the success of CAS implementation. While projects structure and sufficient
_ documentation of existing sys‘£em’ prior,to’the; CAS implementation have a moderating
effect on this relationship. Thus, it is crucial for users, management and developers to
play their respective roles in order to ensure that all government CAS projects will be |

successfully implemented.

Xi




Chapter 1

INTRODUCTION

1.0 Introduction

Computeﬁéed Application System (CAS) as part of the government’s information
technology plays an important role in improving the day-to-day operations as well as
improving the quality of services provided to the public. The importance of CAS is
recognized by the government and the government has taken several steps to
implement CAS in the public sector which inplude providing sufficient budget for
CAS developmeﬁt, favorable CAS r'pdlibies and planrrto govemrvnentfagencies and
departments. However, the government must understand that there are 3 parties
involved in the CAS implementation and each of these parties must play their roles in
order for the CAS to be successfully implemented. Thus, this study investigate these
roles that influence the successful implementation of computerized application

systems in the public sector.

1.1 Problem Statement

When we compare the operations of organizatio'né in the public sector with those in
the private sector, in terms of productivity, service quality and efficiency, there is
little doubt that the public sector is still lacking in many areas. Now, with the
government investing heavily from public money in realizing its Electronic
Government concept and the MSC’s development, so as to re-invent the way the
government -operates, the public would expect the government to perform its
obligations to the public by providing a better service quality and the government

offices are expected to perform its operation effectively and efficiently. It is important




for the government to be aware of those factors that could influence the
implementation outcome of computerized application systems and to easure that tha

risk of =ystem failure is minimal and not to put the tax payers money into the drain.

1.2 Research Objective
The objective of this research is to investigate and to identify what are the roles
needed to be played by users, management and developers that could influence the

implementation outcome of computerized épplication system in the public sector.

1.3  Research Qilestions

The research tries to answer the following questions :-

(i) Do users’ roles have an impact on the success of CAS implementation in the
public sector ?

(il) Does management role has an impact on the success of CAS implementation in
the public sector ?

(iii) Do developers’ roles have an impact on the success of CAS implementation in
the public sector ?

~ The point fhat this research is trying to estaﬁ‘lish is that developers are not the only
party that is responsible for ensuring that ;[he CAS implementation in the public sector
is a successful one. That is to say, when CAS implementation fails, is it unfair for us

to just blame developers alone.

1.4 Research Scope
The scope of the study is CAS projects implemented in the public sector. CAS

projects include any application systems that was developed either in-house or




through external consultants. Public sector include ministries, state governmeats,
federal government departments and agencies, state governments departments and

agencies, local authorities and government owned corporations.

1.5  Significance of the Study
The result of the study would be valuablc to the government organizations for the
better understanding of what their roles are so as to minimize the risk of failures when

they are implementing CAS in their respective organizations.

1.6 Deﬁnitidns

(i) Computerized Application Systems means any application system such as
Accounting System (General Ledger, Accounts Payable, Account Receivable, etc),
Human Resource Management System, Payroll System, Geographical Information
System (GIS), Fixed Assets System, Inventor}; Management Control System, or any
other system that is developed by thé IT staff/professionals (either by the internal
EDP staff or by outsourcing the development to vendors) usi.ng programming .
languages spch as Oracle, Infomix, Power Builder, etc or by using Case Tools such
as Four Gen Case Tool, e_té-,'ﬁnd‘éf agy platforms A(irf éan be rWindows NT, UNIX,
NOVELL, DOS, etc) and under any machines (servers, workstations, cabling and
network equipment).

(ii) Public Sector encompasses both the Federal and States Governments, Federal
and States Statutory Bodies and all Local Governments and City Councils
(lib.upm.edu.my/federal.htrh and msia.hypermart.net/links/Government/state)

(iii)  Implementation refers to all organizational activities working toward the

adoption, management, and routinization of an innovation (Laudon & Laudon, 1998).




Impiementation entails bringing a system or subsystem into operational use and
turning it over to the end user (Leong, 1997). The implementation phase in
Management Information System (MIS) is the culmination of the design process
(Multinovich and Vlahovich, 1984).

(iv) Successful Information Systems means accurate, reliable, work as intended and is
widely used (Leong, 1997). The systems will achieve the organization business goals,
operate at acceptable cost, I;I]CGY defined performance standards, and be flexible and
easy to learn and use (Debrander & Thiers, 1984).

(v) Users’ roles means.users responsibility and duty in ensuring thgt the applicatipr;
system is éuccessfﬁlly implemented. |

(vi) Users’ Involvement And Participation means users participate actively iﬁ the
design and development processes.

(vii)) Users’ Commitment And Priority means users must be committed towards the
project and treat the development and implementation of the CAS as their top priority.
(viii) Management role means the expectations of activities that managers should
perform in an organization (Laudon & Laudon, 1998).

(ix)  Developers’ roles means the computer staffs (can be from internally or
extémally) who are invoived and responsible for the develépfnent of C'ASA must play
their active role in ensuring that the system is successfully implemented.

(x) Computer Department Staffs’ Competence And  Experience  With
Technology means the degree of experience and know-how the EDP stafsf has
concerning with the programming language used, the type of relational database
management system (RDBMS) used, the type of operating system used and the type

of machines and cabling used in the development of the application system. If the




developer has a limited ‘experience and know-how conceriang the CAS implement,
then the development of the CAS meets users requirement is utmost difficult.

(xi)  Computer Departments Must Be Adequate In Strength means the project team
{nat is’responsible for the development of the CAS must be adequately and properly
staffed and the EDP personnel responsibde for the maintenance of the CAS once put
into production must also be adequate in staff.

(xi1) Narrowing Down The Users-Designers Commum'catién Gap means the
difference in backgrounds, interests, anrc-lmrpﬁorities that impede communication and
problem solving among end users and information systems specialists (Laudon &
| Laudon, 1998); | |

(xii) Sufficient Documentation For IT Staffs And Users means the déveloper must -
provid- sufficient documentation to both users and the EDP staffs responsible for the
maintenance of the CAS put to production.

(xiv) Users’ Education And Training means users must be trained in order to be
able to use the newly implemented CAS. This include the training of data-entry,
updating records and printing reports.

(xv)  Projects Size means how big is the development project in terms of the ringgit .
spent, the size of the 'implér.nentation staff. the time aliocated Vto implérﬁentatic;n, .and
the number of organizational units affected (Laudon & Laudon, 1998).

(xvi) Projects Structure means the projects requirements, their inputs, processes and
outputs are cléarly defined.

(xvii) Adequate Documentation Of Existiﬁg System means the present system prior
to the implementation of the CAS must be éufﬁciently documented in terms of work

flow and procedures so as to enable developers to understand better and easier about




the present systems work flow during the feasibility study and io enabie them to

come-up with the proposed CAS effectively.

1.7 Organization of the Report

Chapter 2 reviews and examines the previous studies that are related to the study.
Chapter 3 describes the theoretical framework which forms the foundation of the
entire study. Chapter 4 describes the findings of this study using statistical analysis
like descriptive statistics, measures of aséééiation and regression analysis. Chapter 5
describes both the theoritical and practical contributions of the study, the limitations

“and future directions of the Study and it also conclude the study.




Chapter 2

LITERATURE REVIEW

2.0 Introduction
This chapter is trying to examine and explain literatures from prev"ious studies that are
related to this research. The discussion will comprise of setting-up of concept,
variables and terriiinology used. Laudon and Laudon (1998) explained that about 75
% of all large system are operating failurreéA. Although these systems in running live,
7_~they take s_,o,much extra time and money to implemeht. A research done byr Standish
Group Interﬁétibnai Inc in 1994 revre‘éled that 31 % of all corporate software
development projects are abandoned; 51 % of these projects cost far more than
‘budgeted and took longer tome to finished than expected (Bulkeley, 1996)..
Many application systems are considered failures simply because;
(1) They are either not used as intended or they are not used at all. In many cases,
users have to develop their own parallel manual procedures in order to make
these systems work properly (Laudon, 1998).
(1) For some systems, their_ generated reports to management are not read at all.
Tot tﬁe rn:éinavgrement',' fhésé réports arewcor‘lsidered Worthlervss_a‘n('imfuilr of i‘ﬁ'gures':
which are of no consequences for management decision making (Lucas,
1981).
(i)  Some systems are not user ﬁendly and therefore they are not used by users.
They are difficult to use or their daté is not valid, accurate, timely and reliable.
(iv)  Other typical reasons include processing delays, excessive dperational costs or

severe production problems.




Due to these reasons, many discussions has taken place with regards to this topic

world wide. This research focuses on the public sector for the following reasons :-

' (a) Government Heavy Investment On IT

According to Venugopal (1992), almost two-thirds of the actions taken by the
government are supply oriented, with emphasis on knowledge building, knowledge
deployment, and innovation directive. By examining these actions, Venugopal found
that the government has invested in eduééfion of IT professionals, setting up R&I
institutions, and de_velopment of IT infrastructure. On the demand side, Venugopal
alsé found 'thét the govefnment has invested heéﬁ/ﬂ§ in using rconvl'puters énd éetting up
show cases such as the Executive Managément Information System in the Prime
Minister’s Office. Table 2.1 shows the nature of the IT actions taken by the

government.

Table 2.1: Classification And Mapping Of I'T Policy Actions
(Raman & Yap, 1996)

Supply ‘ Demand
Type of Cell 1 Cell II1 Cell IT - CellIV Total
action Influence | Regulation Influence Regulation
 Knowledge | 5 . o | : 5
building : i o R
Knowledge 4 5 7 16
deployment
Mobilization 5 5
Subsidy 2 1 1 4
Innovation 9 i ) B 9
directive
Standards 1 ' 1
Total 18 8 13 2 24

Table 2.2 illustrates that investment on IT has increased from RM3,800 millions in
1995 to RM4,840 millions in 1998 with an annual growth rate of 8.4 % during this

period.




Table 2.2: Expenditure On IT Based On Secturs
Sector 1995 % 1998 Z Average
RM RM Annual
million) million) Growth
Rate (%)
1996-1998
Architecturing, 152 4.0 48 1.0 -31.97
Engineering & ~
Construction
Banking & Finance 1,026 27.0 678 14.0 =129
Distributed Commerce 304 8.0 484 10.0 16.8
Research & Education 114 3.0 194 4.0 19.4
Government 380 10.0 339 7.0 -3.7
Agriculture and Mining 76 2.0 48 1.0 -14.2
Manufacturing 494 13.0 823 17.0 18.6
_0il & Gas- 380 10.0 290 . 6.0 . -8.6
Telecommunication Not - 387 8.0 .
available
Transport 114 3.0 242 5.0 28.5
Utility 266 7.0 290 6.0 2.9
Household & private 76 2.0 436 9.0 79.0
Others 418 11.0 581 12.0 11.6
Total 3,800 100.0 4,840 100.0 8.4

Source : Mid-Term Review of Seventh Malaysian Plan (1996-2000)

(b) The Role of IT Organizations Today

Raman and Yap (1996) mentioned that in Malaysia, Education, and Research and
Development (R&D) are':mbstly funded by the government. In R&D, the” main :
organizations involved are the Malaysian Institute of Microelectronics System
(MIMOS), wuniversities, and the Technology Park Malaysia. US$ 160 million has
been allocated by the government for R&D in the period of 1985-1990, out of which
USS$ 3.5 million (2.2%) was for R&D in IT related areas. In terms of IT R&D,
MIMOS focuses on computer systems, industrial technology and applications,
communication technology, design methodology; and semiconductor technology. In
addition to these, MIMOS also promotes the microelectronics-based industries

growth. On the other hand, IT R&D efforts of universities focus on languages




translation, library management sysiems, land management systems/geographical
information systems, management information systems for government, and industral
automation and control. For the period of 1986-1990, universities received US$ 1.2
million for R&D. US$ 80 million has been invested by the Ministry of Science,
Technology, anc\i Environment in the Technology Park Malaysia near Kuala Lumpur
which was completed in 1991. The High Technology Park in Kulim, Kedah with a
US$ 40 million irivestment focuses on R&D in microelectronics. The technology park
in Tanjong Langsar, Johore with a simirlrar capital investment aims to support and
encourage the high technology industries growth through R&D. The government has
' spenf RM976.6 million on Informatién 'I‘e-chnvology fér the peﬁoa from 1996 to 1598.
Investment on IT has also increased from RM3.8 billion to RM4.84 billion for the
year 1998. The allocation for IT amounting to RM2.013 billion for the Malaysian
Seventh Plan has been increased to RM4.01 billion. The government has also created
various grants and funds like the Technology and Acquisition Fund (RM61million),
the Commercialization of R&D Fund (RM 100 million), the Scheme For Women
Entrepreneurs (RM10 million), the Multimedia Grant Scheme (RM50 million), the
Industrial Grant Scheme (RM100 mil}ion), the Direc_tiqns Application Grant Scheme
(RMSO million, the TRPA Grant, the ITAF 12,3 & 4 and the Assistant and Grant for-
the small and medium industry, all totaling up to RM1 billion for the IT developmént
in the country. In addition to these grants and funds, several exploratory capital funds
such as the Multimedia Development Corporation Exploratory Capital Fund (RM100
million), the Malaysian Technology and bevelopment Corporation Internet Fund
(RM20 million), a‘fund set up by Microsoft, Sapu/ra & HP (RM30 million), a fund set
up by Acer Inc. (RM76 million), a fund set ‘up by Hwang-DBS (RM40 million) and

also the various funds set up by PNB-NJI, BPMB-NIF, 31 Pic and H&Q Asia Pacific.
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() The Use of Computers In The Public Sector

Raman and Yap (1996) also mentioned that the public sector has pioneered the use of
computers in Malaysia back in 1965, the National Electricity Board installed an IBM
1401 and led the way in co¥nputerization in the years that followed. Latcr, the
government has been actively promoting computerization of its departrhents and
agencies. This is evident from the substantial increase in the number of mainframe
and mini computers and investment in computer systems during the 1980s as shown
in Table 2.3.

© Table 2.3: Government Investment In Mainframe And Minicompufers '

Period USS$ million No. of computers
- (cummulative)
Prior to 1980 753 81

1983-1986 41.1 226
1987 19.1 290
1988 56.8 340
1989 63.3 393

1998 RM4.01 billion Not available

Source: Malaysian Government Computerization Policy

(d) The_Public Sector Towards Elg_ctronic (%overnment

Tan Sri Dato’ Abdﬁl iléliim I~31nAh (1997) exﬁlainea that 'pérlrf of the success of rthe
civil service in introducing management and administrative reforms is the result of the
increasingly widespread use of information technology. The government attention
will cohtinue to be focussed on expanding the use of the latest’technology, in the,
overall effort of the government towards achieving a paperless Civil Service, and the
implementation of Electronic Government as part of the Multimgdia Super Corridor
(MSC) development. The government has taken active roles in bringing the country

into the Information Age. Electronic Government is one ot the MSC Flagship

11




Application applying Multimedia technologies to improve the government’s
operations. Electronic Government will improve the govement’s operations in two
ways. First, it will imprpves the operations within the government departments and
agencies. Second, it will improve the delivery of services to the public. Electronic
Government aims to improve convénience, accessibility, and quality of interactions
with the public (citizens and businesses) ;simultaneously, it will improve information
flows and processes within government to improve the speed and quality of policy
development, coordination, and enforcen;ént. Electronic Government plays important
roles m promoting the MSC’s development, as well as ﬁ_lrth,e,ring, the social, poljtical ,

and economic agenda under vision 2020.

(e) IT Education And Skills Development
To realize the aspiration of the Electronic Government, the government has under
taken several measures to ensure that its civil servants are fully computer literate and

proficient.

Re_fem'ng to Raman and Yap (1996), IT education and skills development Aand
'.matching supply and demand of IT s&illévis'iﬁplorfant to suppdﬁ iT proﬁuétibn and
use. Although Malaysia invested heavily in} education in general and in specific IT
training programmes, there continues to be shortage of trained IT personnel and a
misrnatcil between demand and supply of IT skills. The government has carried out
several programmes to increase the supply of IT professionals and this can be seen
from Table 2.4 which indicate the gfowth of IT professionals in the public sector

since 1972.

12




Table 2.4: Number Of I'T Professionals In The Public Sector

Year Systems analysts Programmers
Number % of posts Number | % of posts
vacant vacant

1972 43 Na 34 na
1977 95 39 128 23
L1979 170 23 198 32

1984 265 36 292 27
1986 243 22 314 23
1987 289 19 320 13

1989 822 13 758 12

Source : Malaysian Government Computerization Policy (P. Venugopal, 1990)

It rcarri be seen thatnthe increaserfré)m 77 in 1972 to 1,580 1n 1989' i_rs_timlpressive, |
resulting in a compound growth rate of 19.5% for the 17 years. Despite this growth in '
supply of IT professionals, 12% of IT posts in the public sector were vacant in 1989
and IT professionals continue to be in short supply. It is found that at national level,
shortage of IT professionals is even more acute. The Malaysian National Computer
Confederation has published a survey in 1990 which shows that IT user organizations
need a 23% increase in IT professionals over the current staffing level to meet their

requirements. Table 2.5 gives the detail number of I'T professionals.

Table 2.5: National Figures Of IT Professionals

Category % of total IT staff % increase required
IT management 6.8 7 41.4
Systems analysts 22.9 22.4
Analyst/Programmers 14.4 26.6
Operations 43.5 10.0
Specialists 12.4 18.0
Total 100.0 22.9

Source : Malaysian IT Survey (MNCC, 1990).
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2.1 Previcus Study

A research was done by Leong (1998) on the behavioral management strategies in

ensuring the success of Information.System implementationi in the manufacturing

companies. The dependent variable in Leong’s study was the successful

implementation of Information System in manufacturing éompanies. L»eong’s—hasr

categorized rthe ind'epé:ﬁdent Vaﬂableé. as two namely the Training Strategy and the

involvement strategy. While the moderating variables, Leong’s has categorized the

moderating variables into two namely the> Environmental Characteristics and the Task

- Characteristics. The Environmental Characteristics consist of User Competent, IS

Departméﬂt Cdrﬁpétent" anci Top Man-erxrg’emeﬁt”Support.mThe Task Characteristics

consist of the Project Size, the Task Structure and the System Inn'd%/atiye. ;Ihe )

investigation of the contingent relationship between the behavioral managem_enf

strategies of IS implementation and IS success with respect to the six categories

variable presents the following results :-

(1) The Involvement Strategy enhance IS success when top management is
supportive.

(i1) The Involvement Strategy enhance IS success when the IS is innovative.

(iii) The Training Strafégy enhance IS success when top ménaéém“éﬁt_ié' supportive.

(iv) The Training Strategy enhance IS success when the IS is innovative.

(v) The Involvement Strategy has significant positive influence upon IS success
when the usef is more compétent and the task is less structured.

(vi) The Involvement Strategy does not enhance the IS success when IS department is

not competent.
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2.2 Dependent Variable
A major problem in determining the implementation success factors has been the
deficiency in establishing appropriate implementation success measures (Delone et
al., 1992). Ives and Olson (1984) mentioned that the most common- outcome variable
to measure the successful implementation of CAS is user information satisfaction
which is defined as the extent to which users believe their information systems meets
their information requirement and contribute to the organizational performance. Many
measures were suggested (examples frorrr:many are : profitability (Garity, 1963);
widespread use V(Siwarvlson, 1974); betterrrcommunication, beft¢r"copf;rol, cost savings;
time savingé, bet.ter teamwork, respbnsé to “the new’ (Keen, 1‘98'1),> fepeét ﬁse, and
time taken in decision making (Nunmaker et al., 1989). Swanson (1974) an(i
Nunmaker et al., (1989) suggested whether the system is indeed used, while Kim
(1989) suggested user-satisfaction. Thus, no set of success measures has found
universal acceptance. However in this study, the successful implementation of CAS is
measured in terms of 15 items that tap the degree to which
1. the user is dependent upon the CAS in performing the task (Nunamaker et al.,
1989; Barki &Huff, 1985, Swanson, 1974)
| 11 | rthe CAS Haé increased the job satisféc'tionr(Kim., :1989; Mumford & Weir, -
1979)
iii. the CAS is easy to use (Cale & Eriksen, 1994; Davis, 1989; Westcott, 1985)
iv, the CAS has enabled the tasks to be carried out easily and efficiently (Stein &
Vandenbosch, 1996; Nord & Nord, i994)
V. the information provided by the CAS is accurate and reliable (Westcott, 1985;

Ives et al., 1983)
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vi. the CAS is contributive to achieving organizational goals and objectives
(Laudon & Laudon, 1998; Scott, 1991)

vii.  the CAS can response to “new” (can be easily adjusted to new conditions,
demands and circumstances 01; the organization (Cale & Eriksen, 1994; Keen,
1981)

viii.  the information provided by the IS is sufficient for performing tasks V(Laudon
& Laudor}1 1998; Alter, 1997)

1X. there is high levels of system use-(extensive usage) (Cale & Eriksen, 1994;

Yin, 1981; Swanson, 1974)

x.  thereis low levels of system breakdoWn (Laudon & Laudon, 1998)
xi. the manual intervention is needed to complete the task (Laudon & Laudon,
1998)

xii.  the IT provided better communication (Paul & Morteza, 1998)

xiii.  the CAS provided better control (Paul & Morteza, 1998)

xiv.  the CAS provided cost savings (Jin, 1993; Garity, J.T, 1963) and

XV. the CAS provided time saving (Paul & Morteza, 1998) that is shorter time

taken in decision making (Paul et al., 1998).

2.3 Independent Variables

Implementation research to date has found no single explanation for system success or
failure. However, in this research, the implementation outcome can be largely be
determined by 3 categories of factors (Delong, 1988), namely;

1) The users’ roles

(ii) The management role

(iii)  The developers’ roles
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“he model of implementation describe the relationship as one between developers,
users, and management, who are responsible for managing the implementation effort

to bridge the gap between design and utilization (Swanson, 1988).

i The Ijsers’ Roles

This research identify that users play important roles in ensuring that the application
system is successfully implemented. There are 2 variables under the users’ roles. .

(a) Users’ involvement and participation™

Users’ involvement in the design and operation of CAS has a significant inﬂuence on
“the successful implerhentation of the CAS kKappelman & McLean, 1991; Tait-et al:, . f
1988; Barki et al., 1989; Franz et al., 1984). First, if users are heavily involved in the
systems design according to their priorities and business requirements and more
opportunities to control the outcome (Laudon & Laudon, 1998; Swanson, 1994;
McKeen et al., 1994; Ives & Olson, 1984; Zmud & Cox, 1979). Second, they are most
likely to reach positively to the system because they have been active participants in

the change process itself (Lucas, 1974).

(b) Users’ commitment and priority

Users” commitment and giving top priority to the implementation is an important
criteria for the success and it has a significant positive relationship to the successful
i_njplefmentationA of the CAS (Newman et al.,, 1996). Users must sufficiently be
committed during the various stages of system development cycle especially during
the testing of the system whereby user need to create sufficient test data or to review
the test results (White et al., 1986). Users must devote much of their time to the

testing effort (Laudon & Laudon, 1998). Users must also give high priority to the
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data-entry process especially during the creation of master files and the creation of

various codes, which would otherwise delay the project implementation.

i The Management Role

This research also identify management role as another important factor that has a
signiﬁcant positive relationship to the success outcome of the CAS implémentation
(Thong et al., 1996; Doll, 1985). There is one variable under the managements roles
namely management support. If the implementation project has the backing and
approval of management at various levels, then both users and developers will
—rr‘perce‘ive it as positi{/e as their rl:)l;nvric::;pationAir-l:[.heb rdeve'lr:opr%lent prbcess@ili‘féceivé
higher level attention and priority (Laudon & Laudon, 1998; Garity, 1994). Both users
and IT staff will be recognized and rewarded for the time and effort they i)ut on the
project. Management backiﬁg and support also ensures that the project
implementation will receive adequate funds and resources. Furthermore, all the
changes associated ~with_the new appljcation system in tez_*rﬁs of work habits, rules and
regulations, norm, cultures, procedures and any organizational realignments need a
full managefﬁent support to be enforced effectively (Patricia, 1993). The subordinates
will treat the sysie;n to be top I;Im'ority. if the managers threat .thé_ s‘ameiway (Doll,
1985; Ein-Dor & Segev, 1978). Also, Management support ‘for the impleméntation to
créate a suitable environment for change, thus ensuring that the CAS is successfully

implemented (Lewin, 1951). Lack of management support and involvement could

lead to the failure of many CAS implementation (Davis, 1985).
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iii. The Developers Roles

This research also ideniify that developers of the system too play important roles in
ensuring the success of CAS implementation (Clement & Vanden Besselaar, 1993;
Welsch, 1981). There are 5 variables 1;nder the devcﬂopers’ roles that have signiﬁcaﬁt
positive relationship to the sucéfess of CAS implementation and they are listed as
Vfollows - |

(a) Computer ngartment staffs’ competence and éxpérience with technology
Therextend to which computer department staffs’ competence and the number of
years they have with the technology applied with CAS projects has a significant
V'p:ositrive'. rél-ationshiﬁ fto' 'thé ,succéés of CAS implémér'liétign V(McFarlran,r, 1981)...
Patricia (1993) explained further that system analysts must learn new technologies,
otherwise, they risk being left behind. Analysts who cling desperately to old
technologies as the answer to all problems are clutching at a straw in a hurricane.
While there is nothing inherently wrong with the straw, it should simply be
recognized that other options are available. If the developers (IT staff) are lacking in
the required technical expertise then the project risk is higher. That is to say, if the IT
staffs are lacking in terms of experience and the technical know how in terms of
'hardware (servers,; workétatio_ns,- nétwo’rk ; 'equipﬁdent and’ cabling), ,—sdﬁw;ré
(development tools, operating system, database management system and network
protocols like the .Transmission Control Protocol/ Internetworking Protocol
(TCP/IP)) and system development cycle techniques proposed for the application
system, most likely one or all of the following might occur:

o Unanticipated time slippage due to the reason that IT staffs need time to master

the new technology and skills
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» A variety of technical problems will arise, if IT staffs have not mastered
thoroughly the tools needed for the development.
» Heavy expenditures and extra time needed for the IT staffs to learn the new

technology. (Laudun & Laudon, 1998).

And these could give rise to the organization CAS implementation failure.

(b) Computer departments’ adequate in strength
Computer depanmeﬁts with adequate strength in terms of staff have a positive
significant relationship to the success of CAS implemcntation. th:never the nature
of an organiéation; the effectiveness Eof 'i'té operrraiﬁdﬁs and -fun:'ctiohs' iﬁevitabiy
depends very largely upon the staff it employs. The most important function in any
organization is effective recruitment and selection. Organizations need to appoint
staffs with the right ability, temperament and willingness, otherwise all the fancy
theories on motivation, empowerment and commitment are of no use (Mullins,
1996). Kraemer and Dedrick (1995) suggested that one of the major policies to
promote development of the IT services industry was to develop human resources
néeded to deploy IT. Thus, the éroject team must be properly staffed. IT department
must be propeﬂy structured and be zi.dreiqgatelyhsta‘ff r(sufﬁcient numbefs of system§
analysts, systems engineers and programmers) to take the specialized EDP functions
like systems development unit, system maintenance unit, network maintenance,
research & development unit, operations unit and training unit. Understaffed EDP
department will lead to the project team will not be properly staffed. EDP personnel
must not be assigned on an “ as available” basis as this will not be able to make them

dedicate to the project (Starkey, 1992; Drucker, 1985; Kingston; 1971). The

organization must be able to create a conducive environment for the EDP staff to
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motivate themselves and a proper reward system must be maintained in order to
avoid a high turn over rate among EDP staff. A high turn over in the IT department
could cause the implementation project to fail. |

(¢) N arro;ving down the users-designers communication gap.

Narrowing down the users-designers communication gap has a positive significant
relationship to_the success of CAS implementation (Laudon & Laudon, 1998).
“Assuming system analysts decide to change their attitudes rather than their careers,
where should they start ? Simply by reco gnjzing_thgt user satisfaction is the goa; and
.the key to usér satisfaétion is service” (Pétriéia, 199?;)1 The relatiolrishi;; béfwéén the
designers and users has been long be an issue in the implementation of application
system (Robey, 1983). This is due to the facts that they both have a different
backgrounds, interests, priorities and objectives which latter can lead to divergent
organizational loyalties, approaches to solve problem and vocabularies. IT
specialists use highly sophisticated technical solutions by optimizing the usage of
both hardware and software while sacrificing the ease of use and organizational
effectiveness. Whereas users prefer systems which are oriégted to both fa_cﬂitati_ng
-';organizationaI‘ tasks a"ndusolvirilg” busiﬁéss problems ‘Because. of thesé differences,
they both tend to speak differently. Table 2.6 illustrates the differences in the

concemns for both groups.

One of the reasons why users are driven out of the implementation process and why
users requirements are not included in the design is due to the user-designer
communication gap. This could lead to a very high risk of system failure and

“eventually the systém fails to meet organizational goals.
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Table 2.6: The Users-Designers Communication Gap (Laudon & Laudon, 1998)

o User Concerns Designer Concerns
‘Will the system deliver the information I | How much disk storage space will the
need for my work ? master file consume ?
How quickly can I access the data ? How many lines of program code will
it take to perform this function ?
How easily can I retrieve the data ? How can we cut down the CPU time
. when we run the system ?
How much clerical support will I need to What is the most efficient way of
enter data into the system ? storing this piece of data ?
How will the operation of the system fit What database management system
~ into my daily business schedule ? should we use ?

(d) Sufficient documentation for IT _Staffs and Users

SﬁfﬁCient documentation for IT'st.arffs and users has é st gniﬁcaﬁt positive relationship
to the success of CAS implementation. Designers must provide. éufﬁcient
documentation to IT staff and this is especially true if the development is outsource to
vendors. The documentation include the overall system documentation, program
documentation, database (ﬁles/tablas/ﬁelds) documentation, system administrator
do.cumentation, and network administrators documentation. The overall systems
documentation explains the overall system including the system flowchart (graphic
design tool that depicts the physical media and sequence of processing steps used in
an entire information s‘ystem):aﬁd'is paﬁiéulérl‘y useful for any 6ne who wants Atorgé{ -
an iﬁsight view of the overall system. The program documentationris particularly

useful to programmers, containing the latest list of the program codes, a detail
explanation of each of the program involved, the description of all the files that the
program access and the explanation for all répons generated by each of the programs.
The database documentation is useful especially to the database administrator as it

contain detail information with regard to all the files and fields exist in the database

and the types of database management system used. The system administrator
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documentation contain all informcton with regards to the daily maintenance
nrocesses which the system administrator need to know. It tells the step by step of
how back up to the data and the programs to be done and contains all the possible
system errors which an administrator could accouter and what are the corrective
actions tov‘ be under taken by the administrator. The network administrations
documentation is actually the client/server infrastructure system design report and is
particularly useful to the network administrator/engineer. It contain information like
the server and client workstation hardware profile, client and server networking
(client & server architecture, operating system directory 7services and system policies,
the template approach and user I:Jroﬁl'e),. dperatihg system-netwo'rk operétioné proﬁl'e.
(naming convention, username, server naming, client PC naming, partitioning and
directory structure and operating system security) and operational and organizational
support structure. Developers must also provide sufficient documentation to users for
reference purpose (Mirel, 1998; Mark & Judy, 1994). The documentation include
operator manual and user manual. The operator manual describe the step by step on
how to operate the system which include how to execute batch runs, how to key in
data and how to react to errors. The user manual tells usersrhow to carry out th¢ data
entry process, thw; to- update information and how fo deleté records. Tt also degcﬁbe
how to print various reports and how to deal with situations in case there is errors.

The documentation must be written in a user-friendly manner.

(e) Users’ education and training
Users education and training has a significant positive relationship to the success of
CAS implementation. Training is to ensure that end users are confortable with the

new CAS implemented and fully understand its potential uses is often sacrificed or
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forgotten in systems development projecte. . In. }m =oeuge the-badget s strained.
toward the end of a project, and at the very point of startup there are insufﬁciénl funds
for training (Bikson et al., 1985). Users can be trained either. internally by the internal -

. -

EDP staff or externally by vendors. Users must be trained on how to key—m data
ir;volving updating, deleting or creating new records of both the master file data as
well as the transaction file data through the input screens from input source
documents (Cronan et al., 1990). Users are also more likeiy to feel satisfied with an
information system if they have been trairnne'd to use it properly (Cronan & Douglas,
1990) ‘Training should be glven to all staff assoc1ated w1th the newly 1mplemented_
application system&(Em Dor & Segev 1982; Zmud 1979 Lucas, 1975). User tralmng:
during the implementation process is important in both general and specific
application systems use (Fuerst & Cheney, 1982). Managers too should be trained to
give them “a knowledge and appreciation of the requirements” of MIS (Walker,
1968). System analysis and design involves tasks that are sequehtially linked, cannot

be performed in isolation, and require extensive communications and training

(Brooks, 1972).

2.4 Moderating Variables v

This research identify that the projects or tasks complexity also have a moderating
effects between the independent variables and the dependent variable mentioned
above. Increase in projects or tasks complexity decrease the level of aésurance of
attainment of project goals (Naumann, 1980)». There is an interaction effect between
the independent variables mentioned above and the‘tasks or projects complexity with

the success of CAS implementation. Thatis to say, the relationship between the
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independent variables and the successful implementation ~f CAS would differ
depending on the degree ot complexity of the projects or tasks.
There are 3 moderating variables which are classified under the projeéts or tasks

characteristics and they are as follows :-

(a) Frojects size

The larger the projects (as indicated by the cost incurred, the size of the staff
involved, the time allocated and the number of organizational units involved for the
_ implementation), the hjgher the risk of CAS implementation failure (Laudon, 1989;

‘ Davis & Olson, 1985; McFarlan, 1981),

(b) Projects structure

Projects which are highly structured are clearly understand and their requirements are
clear and straightforward and their outputs and processes can easily defined
(McFarlan, 1981). Thus users will know exactly what do they really need and what is
1 be expected from the system (Laudon & Laudon, 1998; Gorry, 1971). These
projects run a much lower risk of failure as compared to those projects (unstructured);
: recjuirements undefined, chahging and outi)Uf éaﬁinOt be ﬁxed as :us.ers coﬁla not agreeA
on what they want. Jin (1993) recommended an approach that would be again to
introduce and utilize the concept of modular planned system approach. In this
approach, integration can be achieved in phases on steps that justify the incremental
cost associated with the installing the sub-system to be achieved. Emery (1987)
suggested that each application be kept to the minimum feasible size and that a
process of several implementation of relatively s;nall chunks of the system provides

more immediate benefits from the early applications and allows subsequent pieces to
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take advantage of the learning that occurs during the course of developing and using
the earlier. Table 2.7 shows that eight different possibilities, each with a different

degree of risk. The higher the risk, the more likely the implementation will fail.

Table 2.7: Dimensions Of Project Risk

Project Structure | Project Technology Project Size Degree of Risk
Level - i

High Low Large Low
High Low Small Very low
High High ) Large Medium
High High Small Medium-low
Low Low Large Low
Low ~ Low ) - ~Small - | Verylow
Low ~ High ' Large Very high

L Low High Small High

(c)AAdequate documentation of existing system

The present system (which could be manually driven or in a computerized

environment) must be sufficiently documented. Documentation of existing system

prior to the CAS implementation include standard operating procedures and work

procedure maﬁual for manualvsystem and system and program manuals for a

computerized environment (Govemmg:nt of Malaysia Public Administration Circular; -
~1991). Accordiﬁg to Laudon and I;audon (1998), efﬁployees idevel(')”pA_reaso"néBly ”
precise rules, procedures, and practices to cope with all expected situations. Some of
these standards operating procedures are written down as formal procedures, but most
standards operating procedures are rules of thumb to be followed in selected
situations. Well documented existing systerﬁ is important because the development
team need to refer to the present system to gather all information with regard to user
requirement during the feasibility study. Once the feasibility study is done, then only

the development team can up with a proposed system flowchart to be tabled a* a
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meeting with users and management for their feedback. Improper documentation of
the present system and work flow could delay the project implementation. This
suggest that adequate documentation of existing system plays an important role in

ensuring the CAS is successfully implemented.
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Chapter 3

RESEARCH METHODOLOGY

3.0 Introduction

This chapter describes the theoretical framework which is the foundation on which the
entire research is based. It is a logically developed, described, and elaborated network

of associations among variables that have been identified through literature survey.

3.1 Theoretical Framework

3.1.1 Dependent Vai';able

Application System Implementation Success : A major problem in determining the
computerized application system implementation success factors has been the
deficiency in establishing appropriate implementation success measures. No set of
success measure has been found universal acceptance (Paul & Morteza, 1998). But in
this research the following measures are used and the number in bracket indicate the
relevant question in the questionnaire.

7 L. the user is dependent upon the CAS in performing the task (F1).

"ii.  the CAS has ilncrrease'd>the job satisfactiOn*(F?_r). - R

1il. the CAS is easy to use (F3).

1v. the CAS has enabled the tasks to be carried out easily and efficiently (F4).

V. the information provided by the CAS is valid, accurate, reliable and timely
(FS).
vi. the CAS is contributive to achieving organizational goals and objectives (F6).

Vii. the CAS can response to “new” (F7).

vili.  the information provided by the CAS is sufficient for performing tasks (F8).
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e there is high levels of system use (F9).

X. there is low levels of system breakdown (F10).
Xi. the manual intervention is needed to complete the task (F11).
xii.  theIT provided better communication (F12).

xiii.  the CAS provided better control (F13).

xiv.  the CAS provided cost savings (F14).

XV. the CAS provided time saving (F15) that is shorter time taken in decision
making.

312 Independent Variables

Independent variables has been categorized into 3 types as mentioned below :-

(i) The Users’ Roles

There are 2 independent variables under this category and they are listed below :-

(a) Users’ Involvement and Participation

The corresponding questions in the questionnaire for users’ involvement and

influence are items G1, G2, G3, G4, and GS.

(b) Users’ COn;mitment__ and Priority
The relevant questions iﬁ the qﬁestionnaire for users’ commitment and priority are
items H1, H2, H3 and H4.

(i) The Management Role

The independent variable is management sﬁpport and the relevant questions in the

questionnaire are items 11, 12, 13, 14, 15, 16, 17, I8 and 19.
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(i) The D‘evelopers’ Roles

There are 4 variables under this category and they are listed as follows :-

(a) Computer Department Staffs’ Competence And Experience With Technology
The questions in the questionnaire which refer to computer department staffs’
competence and experience with technology are items J1, J2, J3, J4 and JS.

(b) Computer Departments’ Adequate In Strength

For computer departments must be adequate in strength, the required questions in the
questionnaire are items K1, K2 and K3.. -

(¢) N arrowiﬁg Down Usérs—Desig-ners' Communication Gapﬁ |

Items L1, L2, L3, L4, L5 and L6 in the questionnaire are the relevant questions for
narrowing down users-designers communication gap.

(d) Documentation For Computer Staffs And Users

M1, M2, M3, M4, M5, M6, M7, M8, M9, M10 and M11 are the questions in the
questionnaire which are referring to sufficient documentation for IT staffs and users.
(e) Users’ Education and Training

For users’ education and training,-the relevant questions in the questionnaire are ipems :

N1, N2, N3 and N4.

3.1.3 Moderating Variables

The 3 moderating variables identified under Projects or Tasks characteristics are

mentioned as below :-

(a) Projects Size

Items O1, 02, O3 and O4 are the questions in the questionnaire that are relevant to

projects size.
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(b) Projects Structure

In the questionnaire, items P1, P2, P3, P4, PS, P6, P7, P8 and P9 are the questions that
are relevant to projects structure. -

() Adequate Documentation Of Existing System

The questions that are relevant to adequate documentation of existing system in the
questionnaire are items Q1 and Q2.

The schematic diagram of the theoretical framework is shown in Figure 3.1.

Figure 3.1 : The Schematic Diagram Of The Theoretical Framework.
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3.2 Research Hypotheses

This research examines and analyzes the following hypotheses :

H1: There is significant positive: relationship between users’ roles on the success
of CAS implementation in the publ%c sector.

H1(a): There is significant positive relationship between users’ involvement and
participation on the success of CAS implementation in the public sector.

H1(b): There is significant positive relétiénship between users’ commitment and
~ priority-on the success of CAS implementation of in the public sector.

 H1(c): "Iv*here. 1s significant pbsirtiv’e relatioﬁéhip befweeﬁ users’ éducation and
training on the success of CAS implementation in the public sector.

H2: There is signi.ﬁcant positive relationship between management role (support) on
the success of CAS implementation in the public sector.

H3: There is sigpiﬁcant positive relationship between developers’ roles on the
success of CAS implementation in the public sector.

H3(a): There is significant positive relationship between computer department
7.staffs’ competence on the success of CAS implementatiop in the pgblic sector.

| H3(b):vThere is significant positiv;: réiati»oﬁship' between éoﬁputer dep;aﬁments’
adequate in strength on the success of CAS implementation in the public sector.
H3(c): There is significant positive relationship between the narrowing down
»users-désigners communication gap on the success of CAS implementation in the
public sector.

H3(d): There is significant 'positive relationship  between  sufficient
documentation for computer staffs and users on the success of CAS implementation in

the public sector.
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34: There is significant positive relationship between users’ roles on the success of
~AS implementation in the public sector when the CAS projects are larger.

H4(a): There is significant positive relationship between users’ involvement and
sarticipation on the success of CAS implementation in the public sector when the
CAS projects are larger.

H4(b): There is significant positive relationship between users’  commitment and
3ﬁority on the success of CAS implementation in the public sector when the CAS
yrojects are larger. |

HS: There is significant positive relationship between management er16 (support) on
‘he success of CAS ;mplemelltatic;n in the public sector when the CAS projects ére
larger.

H6: There is significant positive relationship between developers’ roles on the
successof CAS implementation in the public sector when the CAS projects are larger.
Ho6(a): There is significant positive relationship between computer department
staffs” competence on the success of CAS implementation in the public sector when
he CAS projects are larger.

H6(b): There .is significant positive relationshipﬁ between computer departments’
dequate in strength on ihé success of CAS imfjlefﬁ'entrért-ion in tilﬁ pubiic ééctof Wﬁen
he CAS projects are larger.

H6(c): There is significant positive relationship between the narrowing down users-
lesigners communication gap on the success of CAS implementation in the public
sector when the CAS projects are larger.

H6(d): There is significant positive relationship between sufficient documentation for
omputer staffs and users on the success of CAS implementation in the public sector

vhen the CAS projects are larger.
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H6(e): There is significant positive relationship between users’ education and training
on the success of CAS implementation in the public sector when the CAS projects are
larger.

H7: There is significant positive relationship betwgen users’ roles on the success of
CAS implementation in the public sector when the CAS projects are more structured.
H7(a): There is significant positive relationship between users’ involvement and
participation on the success implementation of CAS in the public sector when the
CAS projects are more structured.

H7(b) There is 51gmﬁcant posmve relationship between users’ commitment and
priority on the success of CAS 1mplementat1on m-the public sector when tﬁe CAS
projects are more structured.

HS: There is significant positive relationship between management role (support) on
the success of CAS implementation in the public sector when the CAS projects are
more structured.

H9: There is significant positive relationship between developers’ roles on the success
of CAS implementation in the public sector when the CAS projects are more
sructured. |

H9Ea):vThefé 15 sigﬁiﬁcanf posit‘ive relationship betw;:en ‘céon‘lﬁutér Vdepa'rtmen‘.cr sfaffs’
competence on the success of CAS implementation in the public sector when the CAS
projects are more structured.

H9(b): There is signif;cant positive relationship between computer departments’
adequate in strength on the success of CAS implementation in the public sector when

the CAS projects are more structured.
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H9(c): There is significant positive relationship between the narrowing down users-
designers communication gap on the success of CAS implementation in the public
sector when the CAS project are more structured.

H9(d): There is significant positive relationship between sufficient documentation for
computer staffs and users on the success of CAS implementation in the public sector
when the CAS projects are more structured.

H9(e): There is significant positive relationship between users’ education and training
on the success of CAS implementation in the public sector when the CAS projects are
more structured._: - o ] I

‘HIO: ‘T-herevis significant positive .rela'{ionship between users’ roles oﬁ the success'c')Af
CAS implementation in the public sector when the existing system documentation
(prior to CAS implementation) is sufficient.

H10(a): There is significant positive relationship between users’ involvement and
participation on the success of CAS implementation in the public sector when the
existing system documentation (prior to CAS implementatién) is sufficient.

H10(b): There is significant positive relationship between users’ commitment and
priorityron the success O,f CAS implementation in the public sector when the existing
éyétem documehtation (prior to CAS implehienfatioh) is sufficient. —-

H11: There is significant positive relationship between management role (support) on
the success of CAS implementation in the public sector when the existing system
documentation (prior to CAS implementation) is sufficient.

H12: There is significant positive relatioﬁship between developers’ roles on the
success of CAS implementation in the public sector when the existing system

documentation (prior to CAS implementation) is sufficient.
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112(a): Thers js significant positive reletionship betwson computer department
taffs’ competence.on the success of CAS implementaiios .2 th.erpublic sect-of when .
he éﬁ(istiﬁg systemn documentation (prior.to CAS implen:sitation) ié éufii‘cient.

d12(b): There is significant positive relationship betwezn Qompuié; d_epartmﬁnts:y
\dequate in strength on the success of CAS implementation in the public sector when
he existing system documentation (prior to CAS implementatibn) is sufficient.

HlZ(c): There is significant positive relationship between the narrowing down users-
lesigners communication gap on the succésé of CAS implementation in the pubiic - ’
ector when the existing system documentation (prior to CAS impleméntation) 18 -

.

sufficient.

H12(d): There is significant positive relationship between sufficient documentaﬁon
or computer staffs and users on the-s:uccess of CAS implementation inr the public_
sector when the existing systém- ‘do-cumentation (prior to CAS 1mplementat n) 1s
sufficient. i
H12(e): There is significant positive relationshii) between usérs’ education and
raining on the success of CAS implementation in the public sector when the existing
system documentation @n’or to CAS implementation) is sufficient.

H13: :lr"lhere is 51 gniﬁéant AposifiVé -reiatiohship betWeen ugers’ roles, maniagéiﬁeﬁt role
ind developers’ roles on the success of CAS implementation in the public sector.

H14: There is an interaction effect between users’ roles, management role and
levelopers’ roles on the success of CAS imi)lementation in the public sector when the
orojects size are larger. |

H15: There is an interaction effect between users’ roles, managemént role and
levelopers’ roles on the success of .CAS implementation in the public sector when the

brojects are more structured.
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yi6: There is an interaction effect between users’ roles, management role ano
developers’ roles on the success of CAS implementation in the public sector when th=
existing system documentation (prior to CAS implementation) is sufficient.

H17: There is an interaction effect between users’ roles, management role and
dev‘elopers’ roles on the success of CAS implementation in the public sector when the
projects size are larger and the projects are more structured.

H18: There is an interaction effect between users’ roles, management role and
developers’ roles on the success of CAS implementation in the public sector when the
projects are more structured and when the existing system doqumentatiqn (pljior to .
CAS implementation) is-sufﬁ‘cient.

H19: There is an interaction effect between users’ roles, managemenf role and
developers’ roles on the success of CAS implementation in the public sector when the
projects size are larger, the project are more structured and the existing system
documentation (prior to CAS implementation) is sufficient

H20: There is an interaction effect between users’ roles, management role and

developers’ roles on the success of CAS implementation in the public sector.

3.3 })até éoileétion A T -

The population of the study comprised of all CAS throughout the public sector in
Malaysia. The respondents who took in this study were the computer personnel who
were involved directly with the CAS during its development and implementation
stages. Based on a list of government departments and agencies obtained from the
Assoc'iation of Statutory Bodies (Persatuan Badan Berkanun Malaysia), Malaysia

Mart : Government: State (msia.hypermart.net/links/Government/State) and Federal




Ministries and Government Agencies (lib.upm.edu.my/federal.htm), 120 government

organizations were selected to participate in this study.

3.4 Sources of Data
The primary data were obtained through responses to the questionnaire that were |
distributed via mail to selected 120 organizations. The unit of analysis were the
computer application system (CAS) project in the government organizations. The
computer personnel was the respondent éifnply because they were computer expert
and most of the questions in the-questionnaire were of technical related issues at
which a Iéyrhan mi ght find the queS;cionnaire a bit difﬁcult to énéwer; The réspondehfé
were asked to choése arbitrarily one typical computerized application system and

answer the questionnaire with respect to the selected application system.

3.5 Measurement

The questionnaire is divided into 17 sections.

(a) Section A: This section refers to the organization background. There is 1 question
in this section.

(b) Section B: This seétion refers to the reépondeﬁf’s backngUnd. T;heré is 1 question
in this section.
For Sections A and B, all questions are measured in terms of a multiple category
type of rating scales with a single response.

(c) Section C: This section refers to the ‘selected one computerized application
system (CAS). There are 2 questions in this/ section. Question 1 requires the
respondent to tick one major CAS that was implemented in the respondent’s

organization which the respondent was involved directly during both the CAS
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development and implementation stages. Question 2 requres the respondent to fill
in the blank.

(d) Section D: This section refers to the developers of the CAS. There is 1 question in
this section and this question requires the respondent to circle (one only) the
appropriate choice.

(e) Section E: This section refers to the users of CAS. There is 1 question in this
section and it is measured in terms of a multiple category type of rating scales
with a single response.

(f) Section F: This section refers to the dependent variable CAS implementation
sucéésg. Theré ére 15 questibﬁs in this seciion to measure “succeés”.

(g) Section G: This section refers to the independent variable users’ involvement and
participation. There are 5 questions in this section which measures this variable.

(h) Section H: This section refers to the independent variable users’ commitment and
priority. There are 4 questions in this section which measures this variable

(1) Section I. This section refers to the independent variable management role
(support). There are 9 questions in this section which measures this variable.

For sections F to 1, all questions are measured on a five-point Likert scale in -

which “1” means “Ve;y de’; ahd “5” meénsr “Very High”.
() Section J: This section refers to the independent variable computer department
staffs’ competence and experience with technology. There are 5 questions in this
section which measures this variable. Question 1 is measured in terms of a
multiple category type of rating with a single response. Questions 2, 3 and 4
require the respoﬁdent to fill in. Questions 5 is measured on a five-point Likert

scale in which “1” means “Very Low” and “5” means “Very High”.
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(k) Section K: This section refers to the independent variable computer departments’
adequate in strength. There are 3 questions in this section which measures this
variable. Questions 1 and 2 require the respondent to fill in. Questions 3 is
measured on a five-point Likert scale in which “1” means “Very Low” and “5”
means “Very High”.

() Section L: This section refers to the independent variable narrowing down users-
designers communication gap. There are 6 questions in this section which
measures this variable. “

(m)Section M: This seg_tion refers. to. the-- indepegdent ‘variable adequate -
documentation for cbmpﬁtér sfaffs and user;. There are li questions‘ mthls
section which measures this variable.

{n) Section N: This section refers to the independent variable users’ education and
training. There are 4 questions in this section which measures this variable

(o) Section O: This section refers to the moderating variable projects size. There are
4 questions in this section which measures this variable. All questions require the
respondent to fill in.

(p) Section P: This section refers to the independent variable projects structure. There
are 9 Ciueétions in this section WhiCi’i measures this variable |

(q) Section Q: This section refers to the moderating variable adequate documentation
of existing system prior to the implementation of CAS. There are 2 questions in
this section which measures this variable.

For sections M, N, P and Q, all questions>are measured on a five-point Likert scale

in which “1” means “Very Low” and “5” means “Very High”.
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3.6 Data Analysis Techniques
The data collected was analyzed using the software “Statistical Packages For The
Social Science (SPSS)” For Windows Release 6.0. Descriptive statistics was used
“to describe the respondents while inferential statistics was used to signify the
realationships between the depe\ndent and the independent variables. This study
applied Descriptive Statistics for all variables, Pearson’s correlation for all
variables, reliability analyses to dependent and independent variables and multiple
regression analyses using enter methoa fo dependent, independent and moderating

variables, with significant level at 5 %.
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Chapter 4

FINDINGS

4.0 Introduction

A total of 160 sets of questionnaire were distributed via post to 120 government
organizations in Peninsular Malaysia, and surprisingly about 156 sets of questionnaire
from all the 120 government organizations were returned via post, which brings about
the response rate of 98 %. Out of the 154 sets of questionnaire that were returned 10
_ sets were rejected simply because the respondents have replied that they did not have
'V a Computerized Application Systefh (CAS) implerﬁénted in their o;ganiz'atircr)ns and 9
sets were not included in the analysis because they were received after the dat'eline
specified. Therefore only 138 sets of questionnaire were analyzed in this study. As the
unit of analysis is the CAS, there can be more than 1 respondents in an organization

but only one respondent is allowed to comment for each CAS in an organization.

4.1 Sample Characteristics

By applying descriptive statistiés, a frequency distribution was obtained for each of
the variables related to the backgrournqr of botp t}_l,e, fespondents_ and their respecti\‘/é .
organizations. About 24.6 % of total respondents came from the various federal
government departments, 21.7 % from the ministries, 21.7 % from the federal
statutory bodies, 13.8 % from the state government departments and 5.8 % from the
state statutory bodies. The detail breakdown in terms of its frequencies and percentage

is given by the Table 4.1.
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Table 4.1: Organizations By Category

Organization Category | Frequency | Percent
Ministry . 30 21.7
Federal Government 34 24.6
Department
State Government 19 = 13.8
Department
Federal Statutory Body 30 21.7
State Statutory Body 8 5.8
City Council/Local 5 3.6
" Authority _ :
Government Owned 8 5.8
Corporation
Others 4 2.9
- - .. Total T 138 | 100.0

The majority of the respondents (44.2 %) of the respondents are the MIS officers/
Systems Analysts, 28.3 % are the Computer Head/Manager, 26 % are assistants MIS
officers/Programmers and 12 % are others. Table 4.2 shows the current job status of

the respondents, their frequencies and their percentages.

Table 4.2: Job Status
Respondents’ Current Job | Frequency | Percent
. Status - - R R
Computer Manager/Head 39 283
MIS Officer/Systems 61 44.2
Analyst _
Assistant MIS 26 18.8
Officer/Programmer
Others 12 8.7
Total 138 100.0

Approximately 13 % of the total respondents chose the Accounting/Finance System
as their CAS, 13.0 % choose Homepage, 10.1 % choose the Billing/Receipting

System, 6.5 % choose the Human Resource Management System, 4.3 % choose the
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payroll System, 3.6 % choose the Inventory/Stock Management System, 2.9 %
choose the Geographical Information System (GIS), 1.4 % choose the Fixed Assets
System, whilst the other 41.9 % choose other systems which are not listed in the

questionnaire. Table 4.3 shows the type of CAS selected by respondents.

Table 4.3: Types of CAS

Computerized Frequency | Percent
Application System '
(CAS) Selected
Accounting/Finance 18 13.0
7 System ' e ' :
Billing/Receipting -~ |~ 14~ --| -10.1
System
Inventory/Stock 5 3.6
Management System
Fixed Assets System 2 1.4
Geographical 4 2.9
Information System
Payroll System 6 4.3
Human Resource 9 6.5
Management System
Homepage 18 13.0
Housing Application 4 2.9
System
Others 58 1 419

Total 138 100.0

About 53.6 % of the CAS were developed by the internal computer staff, 50 % of the
CAS were developed by the external staff like vendors and about 10.1 % are
developed by others. Table 4.4 shows the frequencies and the percentages of the CAS

developed by the various categories of developers.
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Table 4.4: Categories of Developers

Developer Frequency | Percent
Internal Computer 74 53.6
(EDP) Staff
External Developer 50 36.2
Others 14 10.1
Total 138 100.0

ypproximately 15.2 % of the CAS were developed using Visual Basics, 14.5 % using
racle, 13.0 % using Power Builder, 8.7 % using Informix, 6.5 % using Cobol, 4.3 %
sing Java, 3.6 % using C++, 3.6 % using ARClInfo, 0.7 % using System Builder and
34 % using- other ‘ programming languages.  Table 4.5-» sh_oWs the type of

»rogramming languages used in the CAS development.

Table 4.5: Types of Programming Languages

Programming Frequency | Percent
Language
Oracle 20 14.5
Informix 12 8.7
PowerBuilder 18 13.0
System Builder 1 0.7
C++ 5 3.6
Visual Basic 21 15.2
Lotus Notes 7 5.1
COBOL 9 6.5
Java 6 43
Arclnfo 5 3.6
Others 32 23.4
Total 136 98.6

\bout 41.3 % of the CAS were developed using Unix as their platforms, 34.1 %
Vindows NT, 5.8 % Novell, 0.7 % NetWare and 25 % of the CAS were using other
perating systems to developed the CAS. Table 4.6 shows the type of operating

ystem used in the CAS development. °
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Table 4.6: Types Of Operating System

Operating System | Frequency | Percent
Used
Unix ) 57 41.3
Windows NT 47 34.1
Novell 8 5.8
NetWare 1 0.7
Others 25 18.1
Total 138 100.0

Approximately 109 % of the CAS developed were using SQLBase as their database,
10.1 % Sybase, 9.4 % Informix, 4.3 % Ingress and while 54.4 % of the CAS were
~using other forms of databases. Table 4.7 shows the type of database system used in

the CAS development.

Table 4.7: Types of Database System

Database System | Frequency | Percent
Used

Sybase 14 10.1
Informix 13 9.4
Ingress 6 4.3
SQLBase 15 10.9
Others 75 - 54.4
Missing value 15 10.9
Total 123 89.1

Majority of the CAS implementation (25.4 %) used Sunras servers, 23.2 % HP,
20.3 % IBM, 8.0 % Acer, 2.9 % Compagq, 2.2 % Dell, 1.4 % NEC and 11.5 % of CAS
used other brands of servers. Table 4.8 shows the type of server used in the CAS

development.
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Table 4.8: Types of Servers

Servers Used Frequency | Percent
IBM 28 20.3
HP ‘ 32 23.2
Sun 35 | 254
Acer 11 8.0
Dell 3 2.2
Compagq 4 2.9
NEC 2 1.4
Others 16 11.5
Total 131 94.9

4.2 Goodness of Measures

To cheék for thé i.n-t;:ritemv r‘consistency 'réliability of the independent and the
dependent variables, Cronbach’s alpha reliability coefficient was obtained through
reliability analyses. Cronbach alpha coefficients of the variable grouping are shown in

Table 4.9.

Table 4.9: Cronbach Alpha Values For Variable Groupings

Variables Questions Questions Alpha
. Accepted Discarded
Application System FltoF15 - 0.91
Implementation Success
Users Involvement And Glto G5 - 0.92
Participation =~ o B ) '
Users Commitment And H1 and H3 H2 and H4 0.88
Support
Managements Support 11to 17 and I9 18 0.94
Narrowing Down Users- Llto L6 - 0.89
Designers Communication
Gap
Adequate Documentation For M1 to M11 - 0.96
Computer Staffs And Users
Users Education And Training N1 to N4 - 0.89
Projects Structure P1 to P2 and P3 and P9 0.90
P4 t0 P8 '

Adequate Documentation Of Qlto Q2 - 0.56
Existing System
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The analyses indicate that the Cronbach’s alpha for the 15 items CAS Implementation
Success was 0.91. The independent variables; Users’ Involvement and Participation,
Users” Commitment and Support, Management Support, Narrowing Down Users-
Designers Communication Gap, Adequate Documentation For Computer Staffs and
Users and Users’ Education and Training, were 0.92, 0.88, 0.94, 0.89, 0.96 and 0.89,
respectively. The moderating variable; Projects Structure, was 0.90. Thus, the internal
consistency reliability of the measures used in this study is considered to be excellent.

The descriptive statistics of the variable groupings are shown in Table 4.10.

* Table 4.10 : Mean, Standard Deviation And Median For Variables

Variables Groupings ~| Cases | Mean | Standard | Median

: Deviation
Computer Application System (CAS) 138 | 3.70 0.56 3.77
Implementation Success
Users’ Involvement And Participation 138 | 3.73 0.70 3.80
Users’ Commitment And Support 135 | 3.69 0.84 4.00
Management Support 138 | 3.66 0.78 3.95
Narrowing Down Users-Designers Gap 137 | 3.82 0.63 3.83
Adequate Documentation For Computer 137 | 3.23 0.70 3.18
Staffs And Users
Users’ Education And Training 136 | 3.67 0.63 3.75
Projects Structure 136 | 3.44 0.66 3.43
Adequate Documentation Of Existing 136 | 3.37 0.75 3.50
| System (Prior To The CAS N ' 1 N
Implementation) i

The calculated alpha values ranged from-0.56 to 0.96. Some of the items were deleted

in order to further improve the reliability.

4.3 Description of Major Variables
i Application System Implementation Success
Table 4.11 illustrates that 66.7 % of the CAS projects show high dependency from

their respective organizations towards CAS for its day to day activities and 21.7%
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indicate a moderate dependency of their respective organizations towards them.
About 60 % of the CAS projects show high users job satisfaction and 23.9 % of the
CAS project show moderate increased users job satisfaction. Approximately 76.1 %
of the CAS project show high enabled the task to be carried out easily and efficiently
in their respectiverorganizations. About 71 % of the CAS show that they provide
accurate and reliable data to users and top management in their respective
organizations. Aiproximately 61 % of the CAS show that they have contributed
highly to the achievement of organizational objectives and they have met their
specified goals in their _respective,‘organizatiorns-. About 60.9 % of theﬂCAS show that
they couid c;a-léilnyl bé fnod-iﬁec-i to meet new>conditions, demands and circumsiances in 7,
their respective organizations. Approximately 60 % of the CAS show that they have W
provided highly sufficient information to users and top managemeﬁt in their
respective organizations. About 50.5 % of the CAS show that widespread use by users
in their respective organizations. About 50.2 % of the CAS show that they were free
from system breakdown during operation in their respective organizations. About 40.6
% of the CAS show that they need no manual intervention to complete their tasks in

their respective organizations. About 50.9 % of the CAS show that they enhanced

better communication between 'depar"tinéhté m their respééti\;e' drgéniiatibné.
Approximately 51 % of the.CAS show that they have provided better control on
resources in their respective organizations. About 60.2 % of the CAS show that they
have provided cost saving to their respectiye organizations. About 68.1 % of the CAé
show that they have provided shorter time taken in decision making in their
organizations. The mean value of 3.71 represents the fact that the government
organizations had experienced fairly high success of CAS implementation with a low

standard deviation of 0.56.
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Table 4.11: Application System Implementation Success

Frequency/Percent
Applica tion Sys tems Very Low Low Medium High Xf;}};
Implementation Success -

"1 | My organization depends upon the 4 11 30 51 41
application system in perforraing its (2.9%) (8.0 %) CLTI%) | (7.0%) | (29.7%)
day-today activities. :

2 | The CAS has increased users job 0 12 33 68 23
Satisfaction in my organization. (0.0%) -(8.7%) (23.9%) (49.3%) | (16.7%)

3 | The CAS is easy to use by users in 0 4 28 74 3t
my organization. (0.0%) (2.9%) (20.3%) (53.6%) (22.5%)

4 | The CAS has enabled the tasks to be 0 6 26 73 33
carried out easily and efficiently in 0.0%) (4.3%) (18.8%) (529%) } (23.5%)
my organization.

5 | The CAS has provided accurate & 0 7 33 70 28
reliable data to users and top (0.0%) (5.1%) (23.9%) (50.7%) (20.3%)
management in my organization.

6 | The CAS has contributed to : 0 5 48 59 25
achievement of organizational (0.0%) (3.6%) (34.8%) (42.8%) | (18.1%)
objectives and meets its specified AR ' ‘ '
goals in my organization. , -

7 | The CAS can easily be modified 2 7 44 60 24
(flexibility) to meet new conditions, | (4% G1%) | (19%) | (43.5%) | (174%)
demands and circumstances in my
organization.

8 | The CAS has provided sufficient 0 s 40 67 24
information to users and top (0.0%) (3.6%) (29.0%) (48.6%) (17.4%)
management in my organization.

9 | The CAS is widespread use by users 1 9 48 48 30
in my organization. (0.7%) (6.5%) (34.8%) (34.8%) | (21.7%)

10 | The CAS has run well that is free 0 12 53 60 12
from system breakdown/job abort in | (0% (8.7%) (384%) | (435%) | (8.7%)
my organization.

11 | The CAS needs no manual 3 10 68 47 9
intervention to complete its tasks in (22%) (7.2%) (49.3%) (34.1%) | (6.5%)
my organization.

12 | The CAS enhances better 4 15 42 59 14

-~ | communication between _ (2.9%) (10.9%)- 1 (30.4%) (42.8%) | (10.1%) |
departments in my organization. R =

13 | The CAS provides better control on 2 16 45 61 10
resources in my organization. (1.4%) (116%) | (32.6%) #42%) | (7.2%)

14 | The CAS provides cost saving to 2 7 44 59 24
my organization in the long run. (1.4%) (51%) | (B19%) | (428%) | (17.4%)

15 | The CAS provides shorter time 2 9 29 77 17
taken in decision making in my (1.4%) (6.5%) QLO%) | (558%) | (123%)
organization.

Mean of composite measure 3.71

Standard deviation of composite measure ' 0.56

ii. Users’ Involvement And Participation

Table 4.12 shows that about 64.5 % of the CAS reported that users have put sufficient

effort to enable the project team develop a realistic expectation of the CAS in their
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respective organizations. About 68.1 % of the CAS show that users have continuously
involved and cooperate during the process of the CAS implementation in their
respective organizations. Approximately 63 % of the CAS indicate that users have put
sufficient effort to activate the implementation of the CAS prototype in their
organizations. About 71 % of the CAS show that users have positive attitudes towards
the CAS implementation and 55.8 % indicate that users have involved and
participated activeluy; during the CAS design phase. A mean of 3.73 and a standard
deviation of 0.70 indicate that users have involved and participated actively during

the CAS implementation. - ' o L -

Table 4.12: Users’ Involvement and Participation

User involvement and Frequency/Percent :
participation Very Low Low - Medium High Very High

1 | User has put sufficient effort to 1 6 40 72 17
enable the project team develop a (0.7%) (4.3%) (29.0%) (52.2%) (12.3%)
realistic expectation of the CAS
in my organization.

2 | User has continuously involved 1 7 33 74 20
and cooperates during the process (0.7%) G.1%) (23.9%) (33.6%) (14.5%)
of the CAS implementation in my
organization.

3 | User has put sufficient effort to 2 8 37 68 19
activate the (1.4%) T (5.8%) (26.8%) (49.3%) (13.8%)
Implementation of the CAS

| prototype in my organization.

4| User has positive attitudes S0 4 33 - 16 L2
towards the CAS implementation (0.0%) (2.9%) - (25.4%)- [ (35.1%) (15.9%)
in my organization.

5 | User has involved and 2 11 47 57 20
participates actively during the (1.4%) (8.0%) (34.1%) (41.3%) (14.5%)
CAS design phase in my )
organization.

Mean of composite measure 3.73
Standard deviation of composite 0.70
measure
iii. Users’ Commitment And Priority

Table 4.13 illustrates that 65.2 % of the CAS indicate a high effort users made to key-
in data during the master-file set up, about half indicate that user has made high effort

to run test data during the CAS testing phase, 58.7 % of the CAS mentioned that users
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have put sufficient effort to key in data during the parallel run phase and 60.1 % of the
CAS show that users have spent sufficient time in helping the project team to provide
the requisite information during the analysis stage. The mean value of 3.69 and a
standard deviation of 0.84 represents the fact that users are committed and have put

high priority towards the CAS implementation.

Table 4.13: Users’ Commitment and Priority

rUser commitment and priority : Frequency/Percent
Very Low Low Medium High Very High
L
1 | User has put sufficient effort to 1 11 33 66 24
‘| key-in data duting the master-file- (0:7%) 0.0%) | (23.9%) (47.8%) (17.4%)
set up in my organization. ] ]

2 | User has made sufficient effort to 1 16 50 49 - 20
run test data during the CAS (0.7%) (11.6%) (36.2%) (35.5%) (14.5%)
testing phase in my organization.

3 | User has made sufficient effort to 2 12 39 62 19
key-in data during the parallel run | (14%) 3.7%) (28.3%) (44.9%) (13.8%)
phase in my organization.

4 | User has spent sufficient time in 0 13 41 66 17
helping the project team to (0.0%) (9.4%) (29.7%) (47.8%) (12.3%)
provide the requisite information
during the analysis stage in my
organization.

Mean of composite measure 3.69
Standard deviation of composite 0.84
measure
iv, Management Support

‘Tabié 4.14 shows that 65.2 % of the CAS show that théir respective t6§ rrian’ageme'nt‘
have put high effort to encourage user departments to use the CAS, 68.1 % show that
their top management were highly concermned with the CAS performance, 65.9 %
show that their top management have pfovided sufficient funding and resources for
the CAS development and operation, 59;4 % show that their respective top
management have taken active roles in deciding the priority' of the CAS
implementation project and 59.4 % of the CAS show that their top management have
highly emphasized in effective management and control for the CAS development

and operation in their respective organizations. About 54.4 % of the CAS show that
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eir respective top management were highly concemed with the CAS usage rate.
pproximately 46 % of the CAS show that their respective top management
articipated actively in the planning process of the CAS development and operation in
1eﬁ organizations. About 26 % of the CAS show that their respective top
Janagement has takeﬁ sufﬁciént effort to develop reward system to encourage the
'AS usage in their organizations. Approximately 46 % of the CAS show that their
sspective top marié(gement were highly concerned not to relocate any staff who were
wvolved directly with the CAS development while the CAS were still under
,gyelopmf;nt stage. A'mean pf_ 3:66 represents the fact that the respondents were in =
he opinioﬁ tﬁat their management has providé& hlgh ‘suﬁporé for Vt}.le CAS | |

mplementation with a low standard deviation of 0.78.

Table 4.14: Management Support

Management support Frequency/Percent
Very Low Low Medium High Very High
1 | The top management has made 0 6 42 58 32
(0.0%) (4.3%) (30.4%) (42.0%) (23.2%)

sufficient effort to encourage user
department to use the CAS in my

organization.

2 | The top management is concern 0 14 30 ! 62 32
with the CAS performance (0.0%) (10.1%) (21.7%) (44.9%) (23.2%)
evaluation in my organization. , . — .

3. | The top management has provide 0 8 38 49 42

sufficient funding and resources for 0.0%) (5.8%) 275%) (355%) | (304%)__

the CAS development and operation
in my organization.
4 | The top management has taken an 0 14 40 49 33
active role in dec1dmg the pI'lOﬂty (0.0%) (10.1%) (29.0%) (35.5%) (23.9%)
of the CAS implementation project
in my organization.
5 | The top management emphasis in 2 14 39 53 29
effective management and control (14%) | (10.1%) (28.3%) (38.4%) (21.0%)
for the CAS development and
operation in my organization.
6 | The top management is concerned 1 16 45 55 20
with the CAS usage rate in my (0.7%) (11.6%) (32.6%) (39.9%) (14.5%)
organization. ]
7 | The top management participation 3 2 48 50 14
actively in the planning process of (2.2%) (159%) | (34.8%) (362%) | (10.1%)
the CAS development and operation
in my organization.
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r’” Management support -__¥requency/Percent

Very Low Low Medium High Very High
8 | The top management has taken 9 32 57 30 6
sufficient effort to develop reward (6:5%) B2%) | (13%) | @LT%) (4.3%)
system to encourage the CAS use in
my organization. _
9 | The top management is concem not 3 23 45 47 17
(2.2%) (16.7%) (32.6%) (34.1%) (12.3%)

to relocate/ transfer any staff
involved directly with the CAS
development while the CAS is still
in the middle of development stage
implementation in my organization.

| Mean of composite measure : 3.66
" Standard deviation of composite 0.78
measure
\ Computer Department Staffs’ Competence And Experience With
~Technology = =~

(a) Developers number of years of experience.

The result from Table 4.15 shows that more than half of the developers have léss than
5 years experience working with the type of programming 1anguage§, operating
systems, databases and hardware used for the CAS development. Less than 25 % of
the developers have 6 to 10 years experiences working with the technology and only
. slightly more than 10 % of the developers have over 16 years of experiences working
witl} the technplogy. The mean of working experience with the technology of ,4'75_
indicates that the developers on tﬂe wAlulc')ilé'had few wérking expeﬁénéés with tﬁe type
of Vtechnology used for the CAS development. The standard deviation is quite high,
3.89.

Table 4.15: Developers’ Experience

Number of years of Frequency Percent
experience
Less than 6 years - 90 65.2
6 to 10 years 31 22.5
11 to 15 years 3 2.2
More than]6 years 14 _10.1
Total 138 100.0
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(b) Number of applications developers have developed.

The result from Table 4.16 shows that 79 % of the CAS developers have developed
less than 11 applications system before the CAS implementation. Approximately 2 %
of the developers have developed between 11 to 20 application systems prior to the
CAS implementation. The mean of number of application system developed by
developers is 5.17 indicate that the developers on the whole had a few experiences in

developing applica%ﬂ)n system The standard deviation is high, 11.02.

- Table 4.16: Number Of Applications Developers Have Developed

' Number of applications developer has developed | Frequency Percent

Less than 10 units , 109 79.0

11 to 20 units 3 2.2

21 to 30 units 1 0.7

31 to 40 units 1 0.7

41 to 50 units 1 0.7

More than 91 units 1 0.7

Total 116 84.1

(c) Proper training plan to encourage continuous learning process.

Table 4.17 depicted that 45.6 % of the CAS show that their respective MIS ofﬁcers
have a proper training ﬁlén to enc'éurage éoﬁtinuoﬁ§ learrﬁng process of their ~
computer department staff to update and improve their skill and knowledge with
regards to the CAS development. The mean of 3.38 indicate thatrslightly above
average that such plan for continuous learning process exists in their respective

organizations. The standard deviation is 0.89.
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Table 4.17: Proper Training Plan to Encourage Continuous Learning Process

Proper training plan to encourage ‘]’;‘3 Low | Medium |  High ;’Ifrz
continuous learning process. s
The MIS Officer has a proper training 1 22 51 50 13
plan to encourage continuous learning (0.7%) (15.5%) (37.0%) (36.2%) (5:4%)
process of the computer department staff
to update and improve skill and
knowledge with regards to CAS
development in my organization.

Mean 3.38

Standard deviation : 0.89

vi. Computér Departments’ Adequate In Strength

(a) Number of computer staffs involved durmg the CAS 1mplementat10n

The result from Table 4. 18 111ustrates that 91 3% of the CAS mvolved less than 10
technical staff during its implementation. The mean of number of computer rstaff-- :

involved with the CAS implementation is 4.75 and the standard deviation is 3.89.

Table 4.18: Number of Computer Staffs Involved During CAS Implementation

Number of computer staff involved during Frequency Percent
the CAS implementation
Less than 10 persons 126 91.3
11 to 20 persons 3 2.2
21 to 30 persons 3 2.2
31-to 40 persons : 1 0.7
41 to 50 persons - - 1 0.7
More than 61 persons ] 1 0.7
Total 135 97.8
Mean 4.75
Standard deviation 3.89

(b) Adequate provisions for the CAS maintenance.
Table 4.19 explained that 37 % of the CAS show that there were adequate provisions
for CAS maintenance in their respective organizatiéns. About 43.5 % show that there

were moderate provisions for the CAS maintenance in their respective organizations.

56



‘he mean value of 3.16 represents that slightly above moderate that the organizations

yrovide provisions for the CAS maintenance with a standard deviation of 0.95.

Table 4.19: Adequate Provisions for the CAS Maintenance

Adequate provisions for CAS Very Low | Mediu | High Very
maintenance Low m High
1 | There is adequate provisions for CAS 9 18 60 44 7

maintenance in my organization. (For (6.5%) (13.0%) (43.5%) (31.9%) (5-1%)

example, sufficient computer department
staffs are trained to support the system
and to make maintenance changes in my
organization).

Mean 3.16
Standard deviation 0.95

vii.  Narrowing Down Users-Designers Communication Gap

Referring to Table 4.20, 65.9 % of the CAS show that their developers have made
sufficient effort to ensure that there was effective communication between users and
developers in their respective organizations. Approximately 70.3 % of the CAS show
that their developers were highly concermed with whether the CAS could deliver the
information needed by their respective users to perform their work. About 74.7 % of
the CAS show that their respective developers were highly concerned with howr
qi;ickly user couldraccess the data. App;oxii:riafely 75 % of the CAS show :that their
respective developers were highly concerned with how easily could user retrieved
data. About 52.2 % of the CAS show that their respective developers were highly
concerned ;Nith how many clerical support would users needed to enter data into the
system. Approximately 63 % of the CAS sh.ow that their respective developers were
highly copcemed with how would the 6peration f’f the CAS fitted into users’ daily
business schedule. The mean value of 3.82 represents the fact that CAS developers
were highly concerned with the narrowing down user-designer communication gap

with a low standard deviation of 0.63.
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Table 4.20: Narrowing Down Users-Designers Communication Gap

User-designer gap Frequency/P‘ercent
Very | Low | Medium | High | Very
- Low ng
1 ] et 1 4 41 70

1 | The developer has made sufficient effort
to ensure that there 1s effective
communication between users and
developer in my organization. .
2 | The developer is concern whether the 0 3 - 36 64 33
CAS can deliver the information needed | (©0%) @2%) (26.1%) (46.4%) | (23.5%)
by the user to perform their work in my '

©7%) | (2.9%) (297%) | (50.7%) (15 2%)

organization.

3 | The developer is concern with how 0 3 29 75 28
quickly user can access the data in my (0.0%) (2.2%) (21.0%) (54.3%) (20.3%)
organization. T

4 | The developer is concern with how 0 6 25 71 32
easily can user retrieve the data in my 00%) | (43%) | (181%) | (514%) | (23.2%)

- | organization.- : : .

5 | The developer is concern w1th how 200 cumT L 48 ] ss)1T

many clerical support will user need to (1.4%) | (8.0%) (48%) 1 (399%) | (123%)- |.

enter data into the system in my
organization _

6 | The developer is concern with on how 2 9 36 64 | 23
will the operation of the CAS fit into (L4%) | (63%) | Q6LR) | (64%) | (167%)
user’s daily business schedule in my

organization.
Mean of composite measure 3.82
Standard deviation of composite measure 0.63

viii. Adequate Documentation For Computer Department Staffs And Users

As it can be seen from Table 4.21, 28.2 % of the CAS shows that the overall system

documentation for the C{XS? implém;ritation and operafipns' were adequate. About,
282 % éf the CAS show that the rc:)\rzgre;lrl pr;‘grrélirﬁ”docuﬁlentzlitioﬁ ’éér the CAS
implementation and operétions were-adequate. About 34.7 % of the CAS show that

the overall database documentation for the CAS implementation and operations were

adequate. Approximately 35 % of the CAS show that the overall system

administration documentation were adequate. About 28.3 % of the CAS show that the

disaster contingency planning manuals were adequate. Approximately 30 % of th¢

CAS show highly that the users’ manuals were complete and gdgggatf:. About 29 % of

the CAS show that the operators’ manuals were complete and adequate. A mean of
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323 and a standard deviation of 0.70 indicate that adequate documentation for

computer staff and users were slightly above moderate.

Table 4.21: Adequate Documentation For Computer Staffs And Users

YN . .}"requencfoercent
Adequate documentation for computer Very Tow T Medium High Very
staff and user Low High
1 | In my organization, the overall system 1 18 78 33 6

documentation for the CAS implementation 0.7%) | (130%) | (56.5%) | (23.9%) | (4.3%)

and operation is adequate.).
In my organization, the overall program 1 23 72 33 6
documentation for the CAS implementation (0'7%) (16.7%) | (522%) | (239%) | (4.3%)
and operation is adequate. '
In my organization, the overall 3 16 69 42 6
database/files/tables documentation for the @2%) | (116%) | (50.0%) | (304%) | (4.3%)
‘CAS implementation and operation is '
adequate. . . S
4 | In my organization, the overall system
administration documentation for the CAS
implementation and operation is adequate.

(387

2

1 19 68 - 43 5
0.7%) | (13.8%) | (49.3%) | (31.2%) (3.6%)

5 | In my organization, the disaster contingency 5 26 | 66 31 8
planning manual for the CAS is adequate. (G.6%) | (188%) | (47.8%) | (22.5%) (5:8%)
6 | In my organization, the user manual for the 2 20 65 40 6
CAS implementation and operation is (1L4%) | (145%) | (47.1%) (29.0) (4.3%)

adequate.

7 | In my organization, the operator manual for 2 21 70 31 8
the CAS implementation and operation is (1.4%) | (152%) | (50.7%) | (225%) | (5.8%)
adequate.

8 | In my organization, the user manual for the 2 22 68 36 6

CAS implementation and operation is (1.4%) 1 (15.9%) | (49.3%) | (26.1%) (4.3%)

complete and adequate.
9 | In my organization, the operator manual for 2 24 65 35 5

the CAS implementation and operation is (L4%) | (17.4%) | (47.1%) | (254%) | (3.6%)
complete and adequate.

10 | In my organization, the user manual is easy 1 AR 54 - 51 p 9. i
- to understand by user - (1.4%) (12.3%) | (3941%) . (}7.0%) - (6.5%) .
11 | In my organization, the operator manual is 2 15 57 50 6
easy to understand by operator. (1.4%) | (10.9%) | (41.3%) | (36.2%) (4.3%)
Mean of composite measure 3.23
Standard deviation of composite measure 0.70
ix. Users’ Education And Training

Table 4.22 shows that 62.3 % of the CAS show that their respective developers had
made sufficient effort to activate users’ training process. Approximately 66 % of the
CAS show that their respective developers had xﬁade sufficient effort to encourage
users’ learning process of CAS use. About 71 % of the CAS show that the respective

developers had taken sufficient effort to train users on how to enter data, update data




and print reports. About 52.9 % of the CAS show that their respective developers had
raken sufficient effort to train users on how to deal with errors when operating the
system. The mean of user education and training of 3.67 indicate that there were high
user education and training process for the CAS implementation. The standard

deviation is low, 0.63.

.Table 4.22: Users’ Education and Training

d i ini : Frequency/Percent
cation and trainin quency
User educa g Yery Low Medium High Very
Low High
1 | In my organization, the developer has made 1 6 43 73 13

| sufficient effort to activate the training - 07 @3 GL2%) ) (529%) | (04%)

process for users. - L
In my organization, the developer has made 0 8 37 78 13

sufficient effort to encourage user’s learning (0.0%) (5.8%) | (268%) | (56.5%) | (9.4%)
process of CAS use. )
In my organization, the developer has taken 0 6 30 83 15

sufficient effort to train user on how to key- (0.0%) @3%) | @L7%) | (60.1%) | (10.5%)
in data, update data and print report.
4 | In my organization, the developer has taken 0 14 48 64 9

sufficient effort to train user on how to deal | (00%) | (10.1%) | (34.8%) | (46.4%) | (6.5%)
with errors when operating the CAS.

o

I

Mean of composite measure 3.67
Standard deviation of composite measure 0.63
X. Projects Size

(a) Cost spent for CAS projects.

) Thé resuit frofn the Table 4.23 éhows fhat more than half (565 %) of theCAS prdject - N
were more than RMS50,000. This shows that most of the CAS projects could be
c;onsidered as large projects and the awards of these projects have to undergo a
process of open tenders. The mean of CAS projects cost of RM1.69 million was high

and a standard deviation of RM 0.45 million.
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Table 4.23: Cost Speut For CAS Projects Implementation

Cost spent for the CAS project implementation Frequency Percent

1 Less than RM 50,000 60 43.5

2 RM 51,000 to RM 1,000,000 49 35.5

3 RM 1,000,001 to RM 5,000,000 21 15.2.

4 RM 5,000,001 to RM 10,000,000 1 0.7 -

5 RM 10,000,001 to RM 15,000,000 2 1.4

6 RM 15,000,001 to RM 20,000,000 3 2.2

7 RM 20,000,001 to RM 30,000,000 1 0.7

8 More than RM 30,000,001 1 0.7
Total 138 100.0
Mean RM 1.69 million

Standard deviation 0.454 million

b) Time takén to implemel;t the CAS. o

'he result from Table 4.24 shows that more than half (53.6 %) of the CAS projects
bok less than 10 months to complete and 46.4 % of the CAS projects toqk more thah
1 months to complete. Thus, this shows that quite a high proportion of CAS projects

bok more than 1 year to complete. The mean is 11 months and the standard deviation

5 9.81 months.

Table 4.24: Time Taken To Implement The CAS Projects

Time taken to implement the CAS project Frequency Percent
~ Less than 10 months ) 74 53.6
11 to 20 months 36 26.1
21 to 30 months 12 8.7
31 to 40 months 4 2.9
41 to 50 months 1 0.7
More than 51 months 1 0.7
Total 128 92.8
Mean 11.01 months
Standard deviation 9.81

) Size of implementation staffs.

he result from Table 4.25 below shows that 69.6 % of the CAS projects involved

ss than 10 persons to be implemented. This shows than majority of the CAS projects
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involved very few people to be implemented. The mean is 30.26 person and the

standard deviation was 119.45 person.

Table 4.25 : Size Of Implementation Staffs

Size of implementation Frequency Percent
 staff
Less than 10 persons 96 69.6
11 to 20 persons 10 7.2
21 to 30 persons 6 4.3
31 to-40 persons 2 1.4
41 to 50 persons 2 1.4
51 to 60 persons 1 0.7
91 to 100 persons 2 1.4
101 to 500 persons 5 3.6
More than 1,001 persons | -1 07
Total 125 ~90.6
Mean 30.26 persons
Standard deviation 119.45

(d) Number of user departments affected.
The result from Table 4.26 shows that 73.9 % of the CAS projects affected less than
10 departments. This shows that majority of the CAS projects affected only a very

few departments. The mean is 16.18 and the standard deviation was 67.37.

Table 4.26: Number of User Departments Affected

{L Number of user departments affected | - Frequency - Percent
| Less than 10 units 102 - 73.9 B
11 to 20 units 14 10.1
21 to 30 units 2 1.4
31 to 40 units 2 1.4
101 to 500 units 4 2.9
More than 501 units 1 0.7
Total 125 90.6
Mean ' 16.18 units
Standard deviation 67.37
Xi. Projects Structure

Table 4.27 illustrates that 42.8 % of the CAS show that the tasks procedures have

changed as the CAS were implemented in their respective organizations. About 38.4
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o5, of the CAS show that the contents and methods of tasks have changed as CAS
projects were implemented in their respective organizations. Only 13 % of the CA
show that their respective organizational structure have changed as the CAS were
implemented. Approximately 53 % of the CAS show that the tasks have been
standardized as the CAS projects were implemented. About 37.7 % of the CAS
projects show that the task procedures were documented in the job manuals. About
42.8 % of the CAS show that the tasks objectivea and ranges were specified for the
CAS to be implemented in their respective organizations. Approximately 57 % of the
'CAS show that the tasks had become routinely performed as the CAS Wé;e
implemented. Approximately 59 % of the CAS show that thé tasks could easily Be
performed with the CAS implementation. About 27.5 % of the CAS show that the
relationships between organizational members had changed as the CAS was
implemented. The mean value of 3.44 represents the fact that CAS were highly

structured and with a low standard deviation of 0.66.

xii. Adequate Documentation of Existing Sysfem

The Table 4.28 illustrates that 31 9 % of the CAS prolects show that the system
requlrements for the CAS were derwed from adequate documentation of ex1st1ng
system/work flow. About 59.4 % of the CAS projects show that their respective users
were able to give sufficient information to project team during feasibility and design
stage of the CAS. The mean value of 3.37 represents that the e;(isting system

documentation is moderately sufficient with a low standard deviation of 0.75.




'{'able 4.27: Projects Structure

Project structure Frequency/Percent
0) Very Low Medium High Very
Low High
1 | The task procedure has changed as the 4 22 50 48 11

CAS s implemented in my organization. (2.9%) (15.9%) | (362%) (34.8%) (8.0%)

2 | The contents and methods of tasks have 5 22 55 | 47 6
changed as the CAS is implemented in my (3.6%) (13.9%) | (399%) | (34.1%) (4.3%) _
(=4
organization,
3 | The organizational structure has changed 30 41 46 17 1
as the CAS is implemented in my QL7%) | @97%) | (33:3%) (12.3%) 0.7%)
| organization. )
4 | The tasks has been standardized as the 2 13 46 58 15
CAS is implemented in my organization. (14%) | (94%) | (33.3%) | (420%) | (10.9%)
5 | In my organization, the task procedure is 4 16 61 41 11

documented in the job manual. (2.9%) (11.6%) | (442%) | (29.7%) (8.0%)

6 | The task objectives and ranges are ! 15 55 51 8
specified for the CAS to be implemented 07%) | (109%) | (399%) | (37.0%) (5.8%)
in my organization. . 7
7 | The tasks has become routinely performed 0 6 .50 65 13 -
as the CAS is implemented in my 0.0%) | (43%) | (362%) | (47.1%) | (04%) |
organization.

8 | In my organization, the tasks can easily be 0 4 50 67 14
_performed with the CAS implementation. 00%) | (29%) | (362%) | (48.6%) | (10.1%)

9 | The relationships between organizational 5 30 58 32 6
members has changed as the CAS is G.6%) | QLT%) | (420%) | (232%) | (4.3%)
implemented in my organization.
Mean of composite measure 3.44
Standard deviation of composite measure 0.66

Table 4.28: Adequate Documentation Of Existing System

Adequate documentation of __Frequency/Percent
q .. Very Low Low Medium High Very
existing system High

1 | In my organization, the system 7 26 57 35 9
requirement for the CAS is derived - (5.1%) (18.8%) (41.3%) (25.4%) (6.5%)
from adequate documentation of = = [*7 - i '
existing system.

2 | Users are able to give sufficient 0 13 41 65 17
information to project team during (0.0%) (9-4%) (29.7%) @7.1%) | (12.3%)
feasibility and design stage of the
CAS in my organization.

Mean of composite measure 3.37
Standard deviation of composite measure 0.75

iii.  Summary
‘he means and standard deviations for both the dependent, independent and
noderating variables are summarized in Table 4.29. The dependent variable, Success

f CAS Implementation, has a mean of 3.71, which is much greater than the average
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on a five-point Likert scale. The same goes with the means for the independent
variables, Users’ Involvement and Participation, which is above average (3.73),
Users’ Commitment and Priority (3.69), Management Support (3.66), Computer
Department Staffs’ Competence and Experience With Technology (3.38), Computer
Departments’ Adequate In Strength (3.16), Narrowing Down Users-Designers Gap
(3.82), Adequate Documentation For Computer Department Staffs and Users (3.23)
and Users’ Ednoation and Training (3‘.6.,7)' The standard deviations for Application
System Implementation Success, Users’ Involvement and Participation, Users’
Commitment and Pnonty, Management Support Computer Department Staffs’
Competence and Experience Wlth Technology, Computer Departments Adequate In
Strength, Narrowing Down Users-Designers Gap, Adequate Documentation For
Computer Department Staffs and Users and Users’ Education and Training are very

small: 0.56, 0.70, 0.84, 0.78, 0.89, 0.95, 0.63, 0.70 and 0.63, respectively.

4.4 Measures Of Association

Initial analysis using Pearson’s correlation was .done to test the relationship between
variables. From Table 4.30, it is found that there is an association (positive
correlation) between Apphcatxon System Implementatlon Sucoess and “the 10
variables Users’ Involvement and Participation, Users’ Commitment and Priority,
Management Support, Computer Department Staffs’ Competence and Experience
With Technology, Computer Departments’ Adequate In Strength, Narrowing Down
Users-Designers Communication Gap, Adequate Documentation For Computer
Department Staffs and Users, Users’ Education and Training, Projects More
Structured and Sufficient Existing Documentation since 0 < correlation coefﬁ‘cient, r

< 1 and p-value is less than 5 %, which means that their correlation are significant.




However, the moderating variable Large Projects Size indicate a weak relationship
with the dependent variable, Application System Implementation Success and its p-

value > 5 %, which means that its correlation is not significant.

Table 4.29: Mean and Standard Deviation for Major Variables

Variables Mean Standard
' deviation
1 | Dependent Variable
1.1 Application System Implementation Success 3.71 0.56
{ 2 | Independent Variables
: 2.1 Users’ involvement and participation 3.73 0.70
2.2 Users> commitment and priority 3.69. 0.84
2.3 Managements’ support . ' 3.66 078 -
2.4 Computer department staffs’ competence and 3.38 0.89

experience with technology (proper training
plan to encourage continuous learning process)

2.5 Computer departments’ adequate in strength 3.16 0.95
(adequate provisions for CAS maintenance)

2.5 Narrowing down users-designers gap 3.82 0.63

2.6 Adequate documentation for computer 3.23 0.70
department staffs and users

2.7 Users’ education and training 3.67 0.63

3 | Moderating Variables
3.1 Projects size (cost spend for project (RM)) 1.7 5.2 million
3 million
3.2 Projects structure 3.44 0.66
3.3 Adequate documentation of existing system 3.37 0.75
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Table 4.30: Results of Pearson’s Correlation Matrix

S N O P O O N PO O RO O B
?Success
.”‘/.’) *
Users’ 5297
! Involve-
- ment
a 3 * *
‘»L-Sm, 4768 | 6478
© Commit-
ment
4 R *
| Manage- 6091 | 4959 { 3956
| ment
! Support
" 5 T * * *
' Computer | 2185 | 3601 | 3401 | 2456 7 , .
i Staffs’ ' ,
| Experience
6 * g * %k * =
Computer 4051 1799 1824 5348 3516
Depart-
ments’
| Strength
7 * * * * *x *
\'arrowing 6234 5029 4244 4549 2139 2684
. Down
i Users-
: Designers
Comm.
Gap
8 * * * * * * "
Doc. For 4327 1 3799 | 3928 | 3031 | 2765 | 3468 | 4577
Computer
Staffs/Users ]
) 9 * Cox * PP * - ” ¥
I Users’ 4135 4311 3449 1872 2285 1250 6684 .5306 .
Education
& Training
10 ook o Ex =
Large .0803 1965 | -.0429 | 2320 .2099 2366 1292 .0762 1672
Projects
Size
11 * * * ok * ¥ 3
More 5090 2719 .0799 3032 1121 1972 .5006 4893 .5007 1797
Structured
| Projects
12 *k ko KKk Kk ok * * Py '
Sufficient 2793 2583 2172 1937 .0100 1367 3645 {5005 4032 2073 4697
Existing
Doc.

¥ p<0.01;** p<0.05;***p<0.10
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.5 Regression Analysis

Users’ Involvement and Participation and the Success of CAS
mplementation.
“here is a significance relationship between users’ involvement and participation
it =7.282; p <0.05 on the success of CAS implementation. Table 4.31 shows that
ignificant relationship exists at 1 % significance level. The coefficient of
jetermination, R, 1s 0.281. Users’ involvement and participation account for about 28
/o variance in the success of CAS implementation. There 1s no auto correlation as
iepicted by the Durbin-Watson Test statistics of 1.72, which is within the acceptable
-ange of 1.5 to 2.5. |
T'he relationship can be represented by the following linear equation: -
success of CAS Implementation = 2.12 (Constant) + 0.427 (Users’ Involvement

and Participation)

Table 4.31: Linear Regression Analyses with Independent Variable

Independent Variable Beta Std Error T Sig. T
Coefficient B
Users’ involvement and 0.427 0.059 7.282 0.000
participation _ . '
~~ (constant) 2.117 0.222 9.521 0.000 |
Sig. F : 0.000; R: 0.281
i. Users’ Commitment and Priority = and Success of CAS
mplementation.

There is a significance relationship between users’ commitment and priority at t
=6.256; p < 0.05 on the success of CAS implementation. Table 4.32 shows that
ignificant relationship exists at [ % significance level. The coefficient of

letermination, R?, is 0.227. Users’ commitment and priority account for about 23 %
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ariance in the success of CAS implementation. There is no auto correlation as
lepicted by the Durbin-Watson Test statistics of 2.02 which 1s within the acceptable

ange of 1.5 to 2.5.
I'he relationship can be represented by the following linear equation: -

Success of CAS Implementation = 2.52 (Constant) + 0.32 (Users’ Commitment

and Priority)

Table 4.32: Linear Regression Analyses with Independent Variable

Independent Variable Beta | Std Error T Sig. T
' , _ Coef. - Beta | D -
Users’ commitment and 0.320 0.051 - 6.256 | 0.000
priority ,
(constant) 2.520 0.193 13.034 0.000

Sig. F - 0.000; R?: 0.227

iil. Users’ Education and Training and the Success of CAS
Implementation.

There is a significance relationship between users’ education and training at t = 5.257;
p < 0.05 on the success of CAS implementation. Table 4.33 shows that significant
relationship *exjsfs at 1 % signiﬁcance level. The coefficient of detgrmination; R2, is
0.171. About 17 % variance in the success of CAS implementétion is accounte;l Mfor
by users’ educatioh and training. There is no auto correlation as depicted by the
Durbin-Watson Test statistics of 1.92, which is within the acceptable range of 1.5 to
2.5.

The relationship can be represented by the following linear equation: -

Success of CAS Implementation = 2.36 (Constant) + 0.369 (Users’ Education and

Training)
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Table 4.33: Linear Rogression Anzlyzes with Indepeadent Variable

Indepcndent Variable Beta Std Error T Sig. T I
Coef. Beta

Users’ education and 0369 | 0.070 5257 0.000 |

B (constant) 2.355 0.261 5.016 0.000 |

Sig. F:0.000; R : 0.171

V. Management Role (Support) and The Success of CAS
mplementation.

(here is a signiﬁgancerelatipgship between management support at t = 8.957;p <0.05
n the éuccéss of CAS implemeﬁtation. i‘able 4.34 shows that signiﬁcant relationship
exists at 1 % significance level. The coefficient of determination, Rz, is 0.371. About
37 % variance in the success of CAS implementation is accounted for by management
support. There is no auto correlation as depicted by the Durbin-Watson Test statistics
of 2.15 which is within the acceptable range of 1.5 to 2.5.

The relationship can be represented by the following linear equation: -

Success of CAS Implementation = 2.098 (Constant) + 0.371 (Management

Support)

Table 4.34: Linear Regression Analyses with Independent Variable

B Independent Variable | Beta Coef. | Std Error Beta T Sig. T
 Managements’ support 0.440 0.049 8.957 0.000
[ (constant) 2.098 0.184 11.412 0.000

Sig. F : 0.000; R’ : 0.281
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v, Cornputer Department Staffs’ Competence and The Success of CAS
Implementation.

There is a significance relationship between computer department staffs’ competence
at t = 2.602: p < 0.05 on the success of CAS implementation. Table 4.35 shows that
significant relationship exists at 1 % - significance level. The coefficient of
determination, R?, is 0.048. Computer department staffs’ competence and experience
with technology account for about 4.8 % wvariance in the success of CAS
implementation. There is no auto correlation as depicted by the Durbin-Watson Test
statistics of 1.91, which is within the acceptable range of 1.5 to 2.5.

The relationship can be représentéd by the followiﬁg linear equation: -

Success of CAS Implementation = 3.251 (Constant) + 0.048 (Computer

Department Staffs’ Competence and Experience with Technology)

Table 4.35: Linear Regression Analyses with Independent Variable

. Independent Variable Beta Std Error T Sig. T
Coef. Beta
Computer department 0.137 0.053 2.602 0.010

staffs’ competence and
experience with technology :
(constant) ~| 3251 .| 0.184. - | 17.677 0.000

Sig. F : 0.000, R’ 0.048

Vi, Computer Departments’ Adequate In Strength and The Success of CAS
Implementation.

There is a significance relationship between computer departments’ adequate in
strength at t = 5.167; p < 0.05 on the success of CAS implementation. Table 4.36
shows that significant relationship exists at 1 % significance level. The coefficient of

determination, R% is 0.164. About 16.4 % variance in the success of CAS
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mplementation is accounted for by computer departments’ adequate in strength.
here is no auto correlation as depicted by the Durbin-Watson Test statistics of 2.04
vhich is within the acceptable range of 1.5 to 2.5.

The relationship can be represented by the following linear equation: -

success, of CAS Implementation = 2.950 (Constant) + 0.240 (Computer

Departments’ Adequate in Strength)

Table 4.36: Linear Regression Analyses with Independent Variable

F'Independent Variable Beta Std Error Beta | T Sig. T
- Coef. | - e - ,
Computer departments’ |  0.240 - 0.047 5.167 0.000
adequate in strength
(constant) 2.950 0.153 19.260 0.000

Sig. F : 0.000, R? : 0.281

vii. ~ The Narrowing Down Users-Designers Communication Gap and The
Success of CAS Implementation.

There is a significance relationship ‘between narrowing down users-designers
communication gap at t = 9...264; p < 0.05 on the success of CAS implementation.
Tabl'er4.37 illustrates that signiﬁca.n‘tmrelatioqsihip éxists a;c 1 % significance lev¢1.‘T'he
coefficient of determination, RZ, 1s 0.389. About 39 % variance in the success of CAS
mplementation is accounted for by the narréwing down users-designers
communication gap. There is no auto correlation as depicted by the Durbin-Watson
['est statistics of 1.84, which is within the acceptable range of 1.5 to 2.5. |

'he relationship can be represented by the following linear equation: -

Success of CAS Implementation = 1.585 (Cons/fant) + 0.556 (Narrowing Down

Users-Designers Communication Gap)
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Table 4.37: Linear Regression Acalys:s with Independent Variable

Independent Variable Beta Std Ervor Beta T Sig. T
Coef.
| Narrowing down users- 0.556 - 0.060 9.264 0.000
| designers commurication
gap —
(constant) 1.585 0.232: 6.827 0.000

Sig. F - 0.000, R : 0.389

viii.  Sufficient Documentation For Computer Staffs And Users and ithe
Succes.é of .CAS Implementation.

There is a si@iﬂbancé relatibnship,between sufficient documentation for computer
istaffs and users at t = 5.577; p < 0.05 on the success of CAS implementation. Table
4.38 shows that signiﬁcant relationship exists at 1 % significance level. The
coefficient of determination, R?, is 0.187. About 18.7 % variance in the success of
CAS implementation is accounted for by sufficient documentation for computer staffs
and users. There is no auto correlation as depicted by the Durbin-Watson Test
statistics of 1.96, which is within the acceptable range of 1.5 to 2.5. There is no
problem of multicollenearity since there is énly one independent variable (note that:
the Vériance_lnﬂaﬁbn Factor (VIF) is 1, which does not exceed 10). ,The‘relationship
can be represented by the following linear equation: -

2.593 (Constant) + 0.346 (Sufficient

Success of CAS Implementation =

Documentation for Computer Staffs and Users)

Table 4.38: Linear Regression Analyses with Independent Variable

Independent Variable Beta Coef, Std Error Beta T Sig. T

Sufficient documentation for 0.346 0.062 5.577 0.000
|__computer staffs and users

| (corstant) 2.593 0.204 12.684 | 0.000

Sig. F: 0.000; R?: 0.187
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ix. Moderating Effect of Projects Size on Users’ Roles
Multiple Regression using enter method was performed to determine the relationships

between users’ roles on the success of CAS implementation when the CAS projects

size are larger. Table 4.39 summarizes the results of these regression analyses.

Table 4.39: Multiple Regression Analyses Using Enter Method With
Independent Variables and Moderating Variables.

Independent/ With Moderating Effect Without Moderating Fffect —
Moderating Beta Coef. | Sid Error T Sig. T Beta Coef. Std Error T Sig. T
Yariables Beta Beta
1] Users’ 0310 0.098 3162 0.002 | 0.368 0.089 4.127 0.000
‘ Involvement
‘ and
{ 1 Patticipation | = - . B - : .
T2 Large -1.086x107 | 7.707x10% | -1.409 = ] 0.163 | -3.338x10™ [-8.911x10° | -0.037 | 0.970
Projects Sizz
3| Users’ 2674x10° | 1.891x10% | 1414 0.161
Involvement
and
Participation
** Large
Projects Size
R*:0.203 R?:0.183
Sig. F : 0.001 : Sig. F: 0.000
1] Users’ 0313 0.087 3.617 0.001 | 0286 0.079 3.632 0.001
Comrmitment
: and Priority
2| Large 3.133x10% | 3.127x10% | 1.002 0320 | 8.510x10° 8.966x107 | 0.949 0.346
Projects Size
3| Users” -6.697x107 | 8.788x107 | -0.762 0.448
Commitment
and Priority
** Large
Projects Size 5
“R?:0.157 R?:0.151
Sig. F:0.004 Sig. F: 0.002
X. Users’ Involvement and Participation and the Success of CAS

Implementation When The CAS Projects are Larger.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of large projects size, is not
significant at all at p < 0.05. The R? values does not change much, merely 0.02 (0.203-
0.183). Thus, the hypothesis is rejected. Users’ Ir;volvement and Participation does
not provide a significant positive relationshiﬁ to the Success of CAS Implementation

when the Projects Size is large.
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<. Users’ Commitment and Priority and the Success of CAS Implementation

when The CAS Projects are Larger.

A very significant relationship is defected at 1 % significance level. However, the
interaction term that represents the moderating effect of large projects size, is not
significant at all at p < 0.05. The R? values does not change mucﬁ, merely 0.006
(0.157-0.151). Thus, the hypothesis is rejected. Users’ Commitment and Priority do
not provide a signiﬁcant positive relationship to the Success of CAS Implementation

when the Projects Size is large.

,‘;ii; Ménagerﬁent Role (Support) and. the Success of CAS’ Implementation
When CAS Projects are Larger.

Multiple Regression using enter method was performed to determine the relationships
between Management role (support) on the success of CAS impiementation when the
CAS projects size is larger. Table 4.40 summarizes the results of this mulﬁple

regression analyses.

Table 4.40: Multiple Regression Analyses Using Enter Method With
‘ Independent Variables and Moderating Variables.

With Moderating Effect Without Moderating Effect

Independent/ | Beta Coef. | Std Error T. Sig. | Beta Coef. | Std Error T. Sig.
Moderating Beta T Beta T
Variables
1} Manage- 0.378 0.072 5.243 | 0.002 0.388 0.068 5.690 | 0.000
ment
Support
2 Large -3.463x10% | 7.036x107 | -0.492 | 0.624 | -4.117x107 | 8.341x107 | -0.494 | 0.623
Projects :
Size :
31 Manage- | 7.152x107 | 1.638x10° | 0.437 | 0.664
ment
Support
%%
Large
Projects
Size
R?:0.297 R7:0.295
Sig. F: 0.000 Sig. F : 0.000
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A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of large projects size, is not
significant at p < 0.05. ThQR2 values does not change much, merely 0.002 (0.297-
-0.295). Thus, the hypothesis is rejected. Management Support does not provide =
significant positive relationship to the Success of CAS Implementation when the

Projects Size are large.

xiii. Moderating Effect of Large Projrects Size on Developers’ Roles

Multiple Regression using enter method was performed to determine the relationships
between developers’ roles on the success of CAS implementation when the CAS
projects size is larger. Table 4.41 summarizes the results of these multiple regression

analyses.

Table 4.41: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables.

Independent/ With Moderating Effect Without Moderating Effect
Moderating Beta Coef. | Std Error T Sig. | Beta Coef. | Std Error T Sig.
Yariables Beta T Beta T
Computer 0.120 0.076 1.588 | 0.116 0.156 0.071 2216 | 0.030
Department
Staffs’
Competence
and
—~ | “Experience - i )
with A S
Technology
Large -8.104x107 | 6.680x10% | -1.213 | 0.229 | 2.139x107 .| 9.514x10° | 0.225 | 0.823
Projects Size ’
3| Computer | 2.090x10° | 1.662x10° | 1.258 | 0.212
Department
Staffs’
Competence
and
Experience
with
Technology
** Large
Projects Size

—

393

R?: 0.084 ) R?:0.065
Sig. F : 0.080 Sig. F: 0.073
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/Independent/

1

(O8]

Moderating

With Moderatin

Effect

Without Moderating Effect

Beta Coef.

Std Error
Beta

g

Sig.

Beta Coef. | Std Error

Beta

T

Sig.
T

Variables
"I Computer
Depart-
ments’
Adequate
in Strength

0.238

0.065

3.651

0.001

0.227

Large
Projects
Size

3.780x107

6.487x10°

0.583

0.562

10063107

0.062

3.639

0.001

G.176x10°
.9

0.110

0.913

Computer
Depart-
ments
Adequate
in Strength
k%

Large
Projects
Size

-9.885x107

1.636x10°

-0.604

0.548

R?:0.153
Sig. F.:.0.005

R?:0.149
Sig. F: 0.002

Narrowing
Down
Users-

Designers

Communi-

cation Gap

0,408

0.093.

4.395

0.000

10436

0.086

5.089

0.000

N

Large
Projects
Size

-5.975x10°

7.765x10°

-0.770

0.444

1.548x107

8.463x10°
9

0.183

0.855

Narrowing
Down
Users-

Designers

Communi-

cation Gap

** Large
Projects
Size

1.519x10°

1.912x10°

0.794

0.161

R%:0.261
Sig. F:0.000

R?:0.255
Sig. F: 0.000

Sufficient
Documenta
tion For

Staffs and
Users

‘Computer™”

0.347

0.104

3.331

0.001

0.321

0.093

3.444

0.001

193

Large
Projects
Size

2.892x10°

4331x10°

0.668

0.506

4.648x107

9.063x10°
9

0.513

0.610

(U8}

Sufficient
Documenta
tion For
Computer
Staffs and
Users **
Large
Projects
Size

-7.529x10°

1.314x10°

-0.573

0.568

R?:0.141
Sig. F : 0.008

R?:0.138
Sig. F: 0.003
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mdent/ Wiih M uderating Effect Without Moderating Effect
Moderating Beta Coet. Sid Error T Sig. Beta Coef. | Std Error T Sig.
Variables Beta T Beta T
~1 | Users’ 0.220 0.108 2.035 ] 0.045 0.235 0.097 2.419 | 0.013
Education
and

D

Trainiog

31 Large | -5.098x10° | Leo1x107 | 0283 | 0.778 | $.594x107 | 1.083x10° | 0.794 | 0.430
8

Projects
! Size
"3 | Users’ 1.528x10% | 4.613x10° 0331 | 0.741
Education
and
Training **
Large
Project
i Size
I R?:0.088 RZ:0.087

Sig. F:0.07 Sig. F:0.03

xiv. Computeerepartment Staffs’ Cdmpretence And Ekperience and the
Success of CAS Implementation When The CAS Projects are Larger.

There is no significant relationship is detected at 1 % significance 1evei. In fact, the
interaction term that represents the moderating effect of large projects size, is not
significant at all at p < 0.05. The R” values does not change much, merely 0.011
(0.084-0.065). Thus, the hypothesis is rejected. Computer Department Staffs’
Competence and Experience on Technology does not provide a significant positive

relationship to the Success of CAS Implementation when the Projects Size is large.

Xv. Computer Departments’ Adequate In Strength and the Success of CAS
Implementation When The CAS Projects are Larger.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of large projects size, is not
significant at all at'p < 0.05. The R? values does not change much, merely 0.004
(0.153-0.149). Thus, the hypothesis is rejected. Computer Departments’ Adequate in
Strength does provide a significant positive relationship to the Success of CAS

Implementation when the Projects Size is large.
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vi. Narrowing Down Users-Designers Communication Gap On The Succese
£ CAS Implementation When The CAS Projects ave Larger.

\ very significant relationship is detected at 1 % significance level. HoWever, the
Lteraction term that represents the moderating effect of large projects size, is 1ot
ignificant at all at p < 0.05. The R? values does not change much, merely 0.006
0.261-0.255). Thus, the hypothesis is rejected. The Narrowing Downr Users-
Designers Communriération Gap does not provide a significant positive relationship -

he Success of CAS Implementation when the Projects Size is large.

xvii; Sufﬁéieﬁt ﬁocumentation For Conlpufe; Staffs”And ’ Usérs and ths -
Success of CAS Implementation When The CAS Projects are Larger.

A very significant relationship ‘s detected at 1 % significance level. However, the
interaction term that represents the moderating effect of large projects size, is not
significant at all at p < 0.05. The R? values does not change much, merely 0.003
(0.141-0.138). Thus, the hypothesis is rejected. Sufficient Documentation for
Computer Staffs and User does not provide a significant positive relationship to the

Success of CAS Implementation when the Projects Size is large.

xviii. Users’ Education and Training on the Success of CAS Implementation
When The CAS Projects are Larger. .

No significant relationship is detected at 1 % significance level. In addition, the
interaction term that represents the moderating effect of large préjects size, is not
significant at all at p < 0.05. The R? values does not change much, merely 0.001
(0.088-0.087). Thus, the hypothesis is rejected. Uéers’ Education and Training does
not provide a significant positive relationship to the Success of CAS Implementation

when the Projects Size is large.
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ix. Moderating Effect of Projects’ Structure on Users’ Roles

Jultiple Regression using enter method was performed to determine the
-lationships between users’ roles on the success of CAS implementation when the
'AS projects are more structured. Table 4.42 summarizes the results of these multiple

egression analyses.

fable 4.42: Multiple Regression Analyses Using Enter Method — With
Independent Variables And Moderating Variables
Independent/ With Moderating Effect Without Moderating Effect
- Moderating Beta- Std T Sig. T Beta Std T Sig. T
Variables Coef. Error R Coef. . | Error -
- o .| Beta o . Beta
1 " Users’ 0.434 0.628 0.691 0.491 0.191 0.070 2.719 0.008
Involvement ’
and
Participation :
2 More 0.740 0.695 1.064 0.290 0.473 0.097 4.876 0.000
Structured
Projects
3 Users’ -0.064 0.166 -0.389 0.699
Involvement
and
Participation
** More
Structured
Projects
R*:0.317 R?: 0315
Sig. F:0.00 Sig. F: 0.00
1 Users’ 0.475 0.364 1.303 0.196 0.179 0.052 3.415 0.001
Commitment
and
Participation :
2 More .0.815 0.391 2.087 -| _0.040 0.504 0.094 5.377 0.000
Structured '
Projects
3 Users’ -0.078 0.095 -0.821 0.414
Commitment
and
Participation
Kk
More
Structured
Projects
R?:0.340 R”:0.335
Sig. F: 0.00 Sig. F:0.00
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(X. Isers’ Tuvolvement and Participation and Success of CAS
' mplementation ‘When The CAS Projects are More Structured

A very significant relationship is detected =t 1 % significance level. However, the
nteraction term that represents the moderating effect of more structured CAS
projects, 1s not significant at all at p < 0.05. The R? values does not change much,
merely 0.002 (0.317-0.315). Thus, the hypothesis is rejected. Users’ Involvement and
participation does I&E)’[ provide a significant positive relationship to the Success of

CAS Implementation when the Projects are inore structured.

xxi.  Users’ Commitment and Pri(;rity and the Success of CAS Ir;lplementation'
When The CAS Projects are More Structured

A very significant relationship is detected at 1 % signiﬁéance level. However, the
interaction term that represents the moderating effect of more structured projects, is
not significant at all at p < 0.05. The R? values does not change much, merely 0.005
(0.340-0.335). Thus, the hypothesis is rejected. Users” Commitment and Priority does
not provide a significant positive relationship to the Success of CAS Implementation

when the Projects are more structured.

xxii. Management Role (Support) and the Success of CAS Implementation

When The CAS Projects are More Structured.

Multiple Regression using enter method was performed to determine the relationships
between management role on the success of CAS implementation in the public sector
when the CAS projects are more structured. Table 4.43 summarizes the result of this

multiple regression analyses.
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T=ble 4.43: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables

independent/ With Moderating Effect Without Moderating Effect
Moderating Beta Std T -Sig. T Beta Std Error T Sig. T
Varinbles Coef. Exror Coef. Beta - :
Beta )
1| Management | 0.907 0.392 2316 | 0.023 | 0254 0.052 4.886 0.000
Support .
2 | More 1.112 0.428 2.605 | 0.011 0.410 0.091 4.531 0.000
Structured
Projects
5 | Management | -0.173_ 0.103 | -1.682 | 0.096
! Support **
! More
| Structured
’ Projects .
R?:0.432 R%:0.414
Sig. F: 0.00 Sig. F: 0.00

A very si@iﬁcaﬁt feiatioriship is detected at 1 % significance level. However, éhe
interaction term that represents the moderating effect of more structured projects, is
not significant at all at p < 0.05. The R* values does not change much, merely 0.018
(0.432-0.414). Thus, the hypothesis is rejected. Management Support does not
provide a significant positive relationship to the Success of CAS Implementation
when the Projects are more structured.

xxiii. Moderating Effect of Projects’ Structure on Developers’ Roles

Multipie Regressioﬁ using enter method was performed to determine the félationéhips
between developers’ roles on the success of CAS implementation when the CAS
projects are more structured. Table 4.44 summarizes the results of these ‘multiple

regression analyses.
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Table 4.44: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables

™ Jndependent/ With Moderating Effect Without Moderating Effect
Moderating Beta Std T Sig. T Beta Std T Sig. T
Variables Coef. Error - Coef. Error
~ Beta Beta
|| Computer | 0.593 | 0340 | 1741 | 0.085 0.052 0.049 1.062 0.291
Department
Staffs’
Competence
and
Experience
with
Technology .
21 More 1.019 0.327 3.118 0.003 0.518 0.096 5385 0.000
Structured
Projects
Computer -0.139 | 0.086 -1.604 | 0.112
Department -
Staffs” .. - : : S
Competence |. =~ - . . B
and
Experience
with
Technology
** More
Structured
Projects

%

R?:0.284 R%:0.263
Sig. F:0.00 Sig. F:0.00

1 Computer | 0.698 0.334 2.093 0.039 0.068 0.051 1.315 0.192
Depart-
ments’
Adequate

in Strength -
More 1.107 0.323 3.432 0.001 0.519 -0.098 5.293 0.485

Structured . o ' . :

" Projects -
Computer | -0.168 0.088 -1.912 0.059
Depart-
ments’
Adequate
in Strength
kK
More
Structured
Projects

o

(V5]

R7: 0302 - ‘ R7 0273
Sig. F: 0.00 Sig. F: 0.00
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L

1

|
|
|

mpelldend

Moderating
Variables

Beta
Coef.

With Moderating Effect

Std 1
Error
Beta

Beta
Coef.

Sig. T

Without Meoderating Effect

Std T
Error
Beta

Sig. T

Narrowing
Down
Users-

Designers

Communi-

cation Gap

0.852

0.607 1.403

0.164 0.316

0.078 4.073

0.000

0.002

More
Structured
" Projects

0.681 1.371

0.174 0.334

0.103 | 3232

Narrowing
Down
Users-

Designers

Communi-

cation Gap

- ** More

Structured

-0.139

0.156 | -0.850

0.376

Projects

_R®:0.382-
Sig. F:0.00

R’:0.376
. Sig F:0.00

Sufficient
Documen-
tation For
Computer
Staffs and
Users

0.907

0.440 2.063

0.042 0.150

0.076 1.957

More
Structured
Projects

1.125

2.766

0.007 0.439

0.110 4.010

0.000

(98]

Sufficient
Documen-
tation For
Computer
Staffs and
Users **
More
Structured
Projects

-0.190

-1.749

0.084

RZ:0.313
Sig. F:.0.00

R?:0.290
Sig. F:0.00

Users’
Education
and
Training

0.662

0.604 1.097

0.200

0.093 2.152

0.034

[}8)

More
Structured
Projects

0.920

0.655 1.405

0.164

0.419

0.110 3.798

0.000

Users’
Education
and
Training **
More
Structured
Projects

-0.119

0.154 | -0.775

0.440

R?:0.297
Sig. F: 0.00

R?:0.292
Sig. F: 0.00
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(xiv. Computer Department Staffs’ Competence a:nd  The Succgsg
Implementation of CAS When The CAS Projects are More Structured.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of more structured projects, is
not significant at all at p < 0.05. The R? values does not change much, merely 0.021
(0.284-0.263). Thus, the hypothesis is rejected. Computer Department Staffs’

Competence does not provide a significant positive relationship to the Success of

CAS Implementation when the Projects are more structured.

: 'xvaA VC(:)mputer Departmehts’ Ade(iﬁate In Strength and The Sﬁccess of CAS
Implementation When The CAS Projects are More Structured.
A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of more structured projects, is- 7
not significant at all at p < 0.05. The R’ values does not change much, merely 0.029
(0.302-0.273). Thus, the hypothesis is rejected. Computer Departments’ Adequate in
“Strength does not provide a significant positive relationship to the Suqcess of CAS

Implementation when the Projects are more structured.

xxvi. Narrowing Down Users-Designers Communication Gap On The Success
of CAS Implemehtation when The CAS Projects are More Structured.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of more structured projects, is
not significant at all at p < 0.05. The R? values does not change much, merely 0.066
(0.382-0.376). Thus, the hypothesis is rejected. Narrowing Down Users-Designers
Communication Gap does not provide a significant positive relationship to the

Success of CAS Implementation when the Projects are more structured.
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<xvii. Sufficient Documentation For Computer Staffs And Users on the Success
of CAS Implementation when The CAS Projecs are More Structured.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of more structured projects, is
not significant at all at p < 0.05. The R? values does not change much, merely 0.023
(0.313-0.290). Thus, the hypothesis is rejected. Sufficient Documentation for
Computer Staffs and Users does not provide a significant positive relationship to the

Success of CAS Implementation when the Projects are more structured.

xxviii. Users’ Edhcation Vand T‘raininglon the wSucceSs of CAS'-Imprl.e;men‘tation
When The CAS Projects are More Structured. | |

A very significant relationship is detected at 1 % significance level. However, the
interaction term that repfesents the moderating effect of more structured projects, is
not significant at all at p < 0.05. The R? values does not change much, merely 0.065
(0.297-0.292). Thus, the hypothesis is rejected. Users’ Education and Training does
not provide a significant positive relationship to the Success of CAS Implementation

when the Projects are more structured.

xxix. Moderating Effect of Sufficient Existing Documentation on Users’ Roles

Multiple Regression using enter method was performed t determine the relationships
between users’ roles on the success of CAS implementation when the existing system
documentation (prior to CAS implementation) is sufﬁciAent. Table 4.45 summarizes

the results of these multiple regression analyses.

~




Table 4.45: Multiple Regreséion Analyses Using Enter Method With
Independent Variables And Moderating Variables

Participation
** Sufficient
Existing
Documentation

[" Independent/ With Moderating Effect Without Moderating Effect
Moderating Beta Std T Sig. T Beta Std Error T Sig. T

: Variables Coef. | Error Coef. Beta

; ) Bela

] Users’ -0.195 | 0.633 }.-0.307 | 0.759 0.224 0.088 2.538 0.013

| Involvement :

and

’ Participation

721 Sufficient -0.213 | 0.653 | -0.326 | 0.745 0.215 0.117 1.833 0.071

! Existing

' Documentation | -

T3 Users’ 0.104 | 0.156 | 0.667 | 0.507

| Involvement

| and

R”:0.159 , ) - R%:0.154 ,
) Sig. F:0.006 . - Sig. F: 0.003 - -
1 - Users’ 0.492 | 0.546 | 0.901 0.371 0.237 0.063 3.760 0.000
Commitment
and
" Participation
Sufficient 0.506 | 0.608 0.831 0.409 0.225 0.110 2.050 0.044
Existing
Documentation
Users’ -0.067 | 0.142 | -0.470 | 0.640
Commitment
and
Participation
! **  Sufficient
; Existing
! Documentation

18]

(US)

R?:0.245 R?:0.243
Sig. F:0.00 : Sig. F: 0.00

xxx. Users’ Involvement And Participation and The Success of CAS
Implementation When The Existing System Documentation (Prior To CAS
Implementation) Is Sufficient.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of Sufficient Existing System
Documentation (prior to CAS implementation), is not significant at all at p < 0.05.
The R? values does not change much, merely 0.005 (0.159-0.154). Thus, the

hypothesis is rejected. Users’ Involvement and Participation does not provide a




ignificant positive reltionship to the Success of CAS Impiementation in the public

cctor when the Existing System Documentation (prior to CAS implementation) is

sufficient.

cxxi. Users’ Commitment. and Priority and Tthe Success of CAS5
(mplementation When The Existing Systern Documentation (Prior To CAS
' mplementation) Is' Sufficient. |

A very significant relationship is detected at 1 % significance level. However, the
nteraction term that représents theimodrf;rrating ¢ffe§t of Sufficient Existing System
Documentatioﬁ (pﬁor to CAS &mpleméﬁtation), is not signiﬁcént atAallr at p < 0.05.
The R? values does not change much, merely 0.002 (0.245-0.243). Thus, the
hypothesis is rejected. Users’ Commitment and Priority does not provide a significant
positive relationship to the Success of CAS Implementation when the Existing System

Documentation (prior to CAS implementation) is Sufficient.

xxxii. Management Role (Support) and The Success of CAS Implementation
When The Existing System Documentation (Prior To CAS Implementation) Is
Sufficient. ' o N |

Multiple Regression using enter method was performed to determine the relationships
between management role (support) on the success of CAS implementation when the
existing documentation (prior to CAS implementation) is sufficient. Table 446

summarizes the result of this multiple regression analyses.




Table 4.46: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables

Independent/ With Moderating Effect Without Moderating Effect
Moderating Beta Std T - | Sig. T Beta Std T Sig. T
Variables Coef. | Error Coef. Error
Beta . Beta B
1 | Management 0.160 0.544 0.294 0.770 0.315 0.066 4.790 0.000
Support 0 )
(2| Sufficient 0.031 | 0.579 0.053 0.958 0.195 0.105 1.853 0.068
Existing
Documentation

{3 | Management 0.040 | 0.137 0.288 0.774

Support **
Sufficient
Existing
Documentation
R?:0.302 R?:0.301
Sig. F:0.00 - Sig. F: 0.00

A véry signiﬁcant relationsﬁip is detected at 1 % signiﬁcance level. However, the
interaction term that repfesents the moderating effect of Sufficient Existing System
Documentation (prior to CAS implementation), is not significant at all at p < 0.05.
The R? values does not change much, merely 0.001 (0.302-0.301). Thus, the
hypothesis is rejected. Management Support does not provide a significant positive
relationship to the Success of CAS Implementation when the Existing System

Documentation (prior to CAS implementation) is Sufficient.

xxxiii. Moderating Effect of Sufficient Existing System Documentation on
Developers’ Roles

Multiple Regression using enter method was pérformed to determine the relationships
between develope;rs’ roles on the successof CAS implementation in the public sector
when the existing system documentation (pﬁor to CAS implementation) is sufficient.

Table 4.47 summarizes the results of these mulﬁple regression analyses.




Table 4.47: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables

independent/ With Moderating Effect Without Moderating Effect

Moderating Beta Std T Sig. T Beta . Std Error T Sig. T
Variables Coef. | Error Coef. Beta
Beta !

" Computer 0.252 | 0367 | 0.685 | 0.496 0.125 0.058 2.141 0.036
Department
Staffs’
Competence
and
Experience
with
| Technology

9

Sufficient 0.376 0.327 { 1.150 0.254 | 0.269 0.114 2.366 0.021

Existing :

Documenta-
tion

L2

Computer -0.031 | 0.088 -
Department - 1-0.351 4. . S L
Staffs’ o ' - CoowST o B
Competence
and
Experience
with
Technology
** Sufficient
Existing
Documen-
tation

R?:0.128 R%: 0027
Sig. F:0.022 Sig. F : 0.008

Computer 0.455 | 0.403 | 1.129 | 0.263 0.133 0.062 2.145 0.035
Depart-
ments’

Adequate in
Strength

12 Sufficient 0.530 0.355 | 1.492 0.140 0.258 0.116 2.229 0.029

Existing : : - - .

Documen-
tation

3] Computer -0.079 | 0.098 -
Depart- 0.810
ments’

Adequate in

Strength **

Sufficient
Existing
Documen-
tation

0.421

R%:0.141 R%:0.133
Sig. F: 0.012 Sig. F : 0.006

A




-

J

2

Jndependent/
Moderating
Variables

With Moderating Etfect

Without Moderating Effect

Beta
Coef.

Std T
Error
Beta

Sig. T

Beta
Coef.

Std Error
Beta

T

Sig. T

Narrowing
Down Users
-Designers
Communi-
cation Gap

0.485

0.650 | 0.746

0.458

0.405

0.085

4.786

0.000

Sufficient
Existing
Document-
ation

0.185

0.700 } 0.265

0.792

0.099

0.111

0.894

0.374

Narrowing
Down Users
-Designers
Communi-
cation Gap
** Qufficient

__ Existing
Documen-.
tation

-0.020

0.163 | -0.125

0.901

R¥:0.301
Sig. F: 0.00

R?:0.301
Sig. F:0.00

Sufficient
Documen-
tation For
Computer
Staffs and
Users

-0.030

0.555 | -0.054

0.957

0.223

0.094

2.375

0.020

o

Sufficient
Existing
Documen-
tation

-0.083

0.491 | -0.168

0.867

0.136

0.132

1.030

0.306

[P}

Sufficient
Documen-
tation For
Computer
Staffs and
Users **
Sufficient
1 Existing
" Documen-
tation

0.060

0.131 | 0.461

0.646

R?:0.148
Sig. F: 0.010

R?:0.145
Sig. F: 0.004

Users’
Education
and Training

-0.245

0.676 ; -0.362

0.718

0.253

0.093

2.707

0.009

Sufficient
Existing
Documen-
tation

-0.410

0.759 | -0.540

0.591

0.146

0.124

1.180

0.242

Users’
Education
and Training
** Sufficient
Existing
Documen-
tation

0.131

0.177 | 0.743

0.460

R?:0.166
Sig. F: 0.005

R?:0.160
Sig. F: 0.002




«xiv. Computer Department Staffs’ Competence and The Success of CAES
mplementation When The Existing System Documentation (Prior To CAS
[ m‘plementation) Is Sufficient.

Jo significant relationship is detected at 1 % significance level. Also, the interaction
erm that represents the moderating effect of Sufficient Existing System
Documentation (prger to CAS implementation) is not significant at all at p < 0.05. The
R2 values does not change much, merely 0.001 (0.128-0.127). Thus, the hypothesis is
rejected. Computer Department. Staffs’ Competence does not prov1de a significant -
positive relationship to the Successful Implementatlon of CAS in the pubhc sector-

when the Existing System Documentation (prior to CAS implementation) is

Sufficient.

xxxv. Computer Departments’ Adequate In Strength and The Success of CAS
Implementation When The Existing System Documentation (Prior To CAS
Implementation) Is Sufficient.

No 31gn1ﬁcant relationship 1S detected at 1 % &gmﬁcance level. However, the
interaction term that represents the moderating effect of Sufﬁc1ent Ex1st1ng System :
Documentation (prior to CAS implementation), is not significant at all at p < 0.05.
The R® values does not change much, merely 0.008 (0.141-0.133). Thus, the
hypothesis is rejected. Computer Departments’ Adequate in Strength does not provide
a significant positive relationship to the Suecess of CAS Implementation when the

Existing System Documentation (prior to CAS implementation) is Sufficient.




cxxvi. Narrowing Down Users-Designers Connnuniéation Gap On The Success
of CAS Implementation When The Existing System Documentation (Prior To
CAS Implementation) Is Sufficient.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of Sufficient Existing System
Documentation (prior to CAS implementation), 1s not significant at all at p < 0.05.
The R? values does not chénge much, merely 0.00 (0.301-0.301). Thus, the hypothesis
is rejected. Narrowing Down Users-Designers Communication Gap does not provide
a 51crmﬁcant posmve relatlonshlp to the Succesgof CAS Implementatlon when the

Existing System Documentation (prior to CAS 1mplementat10n) 1S Sufficient.

<xxvii. Sufficient Documentation For Computer Staffs And Users On The
Success of CAS Implementation When The Existing System Documentation
(Prior To CAS Implementation) Is Sufficient.

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderaﬁng effect of Sufficient Existing System
Documentation (prior to CAS impleméntation), is not significant at all at p < 0.05.
The R? values does -—notichange "much,;mérely 0.003 (0.148-0.145). 'Thus, the |
hypotheéis is rejected. Sufficient Documentation For Computer Staffs and Users does
not provide a significant positive relationship to the Success of CAS Implementation
when the Existing System Documentation (prior to CAS implementation) is

Sufficient.




(xxviii. Users’ Education And Training and The Success of CAS
‘mplementation When The Existing System Documentation (Prior To CAS
mplementation) Is Sufficient.

A very significant relationship is detected at 1 % significance level. However, the
nteraction term that represents the moderating effect of Sufficient Existing System
Documentation (pﬁdr to CAS implementation), is not significant at ali at p < 0.05.
The Rzr values doég not change much, merely 0.006 (0.166-0.160). Thus, the
hypothesis is rejected. Users” Education and Training does not provide a significant
positive re}atiénship to the Success of CAS Implementation when the Existipg System -

Documentation (prior to CAS implementation) is Sufficient.

xxxix. Users’ Roles, Management Role And Developers’ Roles and The Succes of
CAS Implementation.

Multiple Regression using enter method was performed to determine the interaction
between users’ roles, management role and developers’ roles on the success of CAS
implementation. Table 4.48 summarizes the result of this multiple regression

analyses.

Table 4.48: Multiple Regression Analyses Using Enter Method With

Independent Variables
Independent Variables Beta Coef. Std Error Beta T Sig. T
-1 | Users’ Involvement and Participation (UIP) 0.126 0.071 1.770 0.079
2 | Users’ Commitment and Priority (UCP) 0.076 0.053 1.432 0.155
3 | Management Support (MS) 0.200 0.061 3.251 0.002
4 1 Computer Department Staffs’ Competence -0.053 0.042 -1.245 0.216
and Experience with Technology (CDC)
5 | Computer Departments’ Adequate.in 0.070 0.045 1.561 0.121
Strength (CDS)
6 | Narrowing Down Users-Designers 0.278 0.079 3.522 0.001
Communication Gap NUDCG)
7 | Sufficient Documentation For Computer 0.056 0.060 0.932 0.353
Staffs and Users (SD)
8 | Users’ Education and Training (UET) 0.021 0.079 0.261 0.795

2

Sig. F:0.000; R*: 0.579




very significant relationship 1s detected at 1 % significance level The R?,is 0.579.
wo independent variables; Management Support (t = 3.252; p < 0.05) and
arrowing Down Users-Designers Communication Gap (t = 3.522; p < 0.05) have
sntribute significantly to the Success of CAS Implementation in the public sector.
he other independent variables; users’ involvement and participation, users’
ommitment and priority, computer department staffs’ competence and experience
/ith the type of teennology used for the CAS development, computer departments’
dequate in strength, sufficient documentation for computer staffs and users, and
sers’ educatlon and tralnm0 were found to have 1o swmﬁcant relationship with. the
UCCEeSs of CAS implementation at p < 0.05. There is no auto correlatlon as deplcted |
y the Durbin-Watson Test statistic of 1.91, which is within the acceptable range-of
510 2.5. There is no problem of multicollenearity since the VIF (Variance Inflation
actor) for each of the independent variables does not exceed 10. Hence, it is
.oncluded that Hypothesis 13 can be supported, i.e. there is significant positive
elationship (since Beta Coef. for the two independent variables; Management
Support and Narrowing Down Users-Designers Cornmunication Gap are positive) on
he success of CAS implementation.

The relationship ckan be represenfed by the f(;llowing linear equatien -
Success of CAS Implementation = + 0.964 (Constant) + 0.200 (Management

Support) + 0.278 (Narrowing Down Users-Designers Communication Gap)




A4 Interaction Effect Between Users’ Roles, Management Rolé And
yevelopers’ Roles and The Success of CAS Implementation When The Projects
5ize are Larger.

Viultiple Regression using enter method was performed to determine the interaction
setween users’ roles, management role and developers’ roles on the success of CAS
implementation when the projects size is larger. Table 4.49 summarizeé the result of

this multiple regression analyses.

Table 4'.49 : Multiple Regression_ Analyses Using Enter Method With
Independent Variables And Moderating Variables '

B Independent With Moderating Effect Without Moderating Effect
Variables/ Beta Std T Sig. T Beta Std Error T Sig.
Moderating Coef. Error Coef. Beta S T
Variables Beta .

I | Users’ -0.012 0.146 -0.080 | 0.937 0.120 0.123 0.971 | 0.335
Involvement and
Participation
(UIP)

2 | Users’ 0.128 0.113 1.131 | 0.262 0.085 0.096 0.886 | 0.379
Commitment
and Priority
(UCP)

3 | Management 0.262 0.124 2.115 ¢ 0.039 0.234 0.088 2.656 | 0.010
Support (MS)

4 | Computer -0.048 0.079 -0.616 | 0.540 | -0.050 0.069 -0.713 | 0.479
Department
Staffs’

Competence and
Experience with
Technology
(CDO)
Computer 0.078 0.093 0.842 | 0.403 0.061 -0.074 0.901 | 0.371
Departments’
Adequate in
Strength (CDS)
6 | Narrowing 0.088 0.163 0.539 | 0.592 0.134 -0.060 1.507 { 0.136
Down Users-
Designers
Communication
Gap (NUDCG)
7 | Sufficient 0.090 0.127 0.712 | 0479 0.029 -0.177 0.284 | 0.777
Documentation
For Computer
Staff and Users
(SD)

& | Users’. 0.120 0.153 0.787 | 0435 0.071 -0.174 0.575 | 0.567
Education and
Training (UET)
9 | Large Projects -1.125 | 4.089x | -0.028 [ 0.978 | -2.360 | -2.204x10% | -0.239 | 0.812
Size (LP) x10°® 1077 x107

wn




7 Independent With Moderating Effect Without Moderating Effect
Variables/ Beta Std T Sig. T Betn Std T Sig. T
3 Moderating Coef. Error Coef. Error
i Variables Beta Beta .
10 | UIP **LP 1.353 | 7.494x 1.806 | 0.076
x 107 1078 -
11 | UCP **LP -1.570 | 4.505x | -0.035 | 0.972
x 107 1078
”Tf MS ** LP -5.197 | 6.695x | -0.776 | 0.441
x10°¢ 1078
13 | CDC ** LP -3.980 | 5.292x | -0.752 | 0.455
x 103 1078
14 | CDS **Lp -1.328 | 6.250x | -0.212 | 0.833
x1078 1078
15 | NUDCG **LP | -4.651 | 6.326x | 0.735 | 0.465
%1078 1078
16 | SD**LP -2.073 6.821x -0.304 | 0.762
x 1078 1078
17 | UET **LP -6.343 | 9.483x | -0.669 | 0.506
x 107 1078
R?: 0511 - RT:0.459

~. Sig. F:0.000 - Sig. F:0.000 .. ...

A very significant relationsﬁip is detected at 1 % significance level. HoWever, the
interaction term that represents the moderating effect of large Projects size, is not
significant at all at p < 0.05. The R? values does not change much, merely 0.052
(0.511-0.459). Thus, the hypothesis is rejected. Users’ Roles, Management Role and |
Developers’ Roles do not provide a significant positive relationship to the Succesé of
CAS Implementation when the Projects Size is large.

xli. Thefe Is An Interaction Effécf Bétween Users’ Roles, M;nageme;l't 'Rol_';
And Developers’ Roles on The Success of CAS Implementation When The
Projects are More Structured.

Multiple Regression using enter method was performed to determine the interaction
between users’ roles, management role and developers’ roles on the success of CAS
implementation when the projects are more structured. Table 4.50 summarizes the

result of this multiple regression analyses.




Table 4.50: Multiple Regression Analyses Using Enter Method With
Independeut Variables And Moderating Variables.

independent With Moderating Effect Without Moderating Effect

{ yariables/ Beta Std T- | Sig. T Beta Std T Sig. T
! \loderating Coef. Error Coef. Error

“ yariables Beta Beta

1 Users’ -0.764 | 0.978 -0.781 | 0.437 | -0.025 0.093 -0.264 0.792
; Involvement and .
Participation
(UTP)
Users’ -0.244 | 0.501 -0.486 | 0.629 | 0.083 0.066 1.266 0.209
Commitment
and Priority
: L(UCP) - i -
73 | Managements 1.392 | 0.711 1.958 [ 0.054 | 0.209 0.067 3.115 0.003
i Support (MSP)
t4 Computer 0.367 | 0.465 0.793 | 0.431 | -0.003 0.051 -0.064 0.949
| Department
Staffs’
Competence and
Experience with
Technology
(CDC)
) Computer -0.345 | 0.562 -0.631 | 0.530 | -0.057 0.058 -0.987 0.327
Departments’ -
Adequate in
Strength (CDS)
6 Narrowing -0.099 | 1.273 -0.078 | 0.938 | 0.169 0.091 1.873 0.065
Down Users-
Designers
Communication
: Gap (NUDCG)
|7 Sufficient 0.091 0.673 0.134 | 0.893 | 0.058 0.081 0.712 0.479
Documentation
For Computer
Staffs and Users
(SD)
8 Users’ 1.426 | 1.119 1.274 | 0.207 | 0.097 0.113 0.860 0.392
Education and
Training (UET)
9 More Structure 1.551 0.846 1.833 | 0.071 0.219 0.109 2.014 0.048

i

- Projects (MS) ~ - e J )
10 | UIP**MS 0.196 -|.0.255 0.768 | 0.445 T
11 | UCP **MS 0.079 | 0.132 0.595 | 0.554

| 12 | MSP ** MS -0.307 | 0.184 -1.670 | 0.100
13 | CDC **MS -0.102 | 0.123 -0.829 | 0.410
14 | CDS **MS 0.074 | 0.150 0.494 | 0.623

Fll NUDCG **MS | 0.084 | 0.335 0.250 | 0.803
16 | SD **MS -0.005 | 0.169 -0.030 | 0.976
17 | UET **MS -0.351 | 0.296 -1.185 | 0.240

~ RZ:0462 R?:0.495
Sig. F:0.000 Sig. F: 0.000

A very significant relationship is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of More Structured Projects, is
not significant at all at p < 0.05. The R? values does not change much, merely 0.05

(0.545-0.495). Thus, the hypothesis is rejected. Users’ Roles, Management Role and




velopers’ Roles do not provide a significant positive relationship to the Success of

.S Implementation when the Projects are More Structured.

i. There Is An luteraction Effect Between Users’ Roles, Management Role
1d D‘evelopers’ Roles On The Success of CAS Implementation When The
dsting System Documentation (Prior To CAS Implementation) Is Sufficient.

ultiple Regression using enter method was performed to determine the interaction
tween users’ roles, management role and de\}elopers’ roles on the success of CAS
iplementation when the exisﬁng system documentatio_n (prior tq CAS
\plérr;entatioﬁ) is .sufﬁcieﬁt. ’fable 451 summarizes the result. of this muitiple

gression analyses.

Table 4.51: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables.

Independent With Moderating Effect Without Moderating Effect
Variables/ Beta Std T Sig. T Beta Std T Sig. T
Moderating Coef. Error Coef. Error
Variables Beta Beta
| Users’ -0.913 0.905 -1.008 | 0.318 -0.110 0.107 -1.036 | 0.304
Involvement
and
Participation
(UIP) ] . ] ] . v
) Users” = = | 1432 0.822 - [ 1.743 | 0.087 0104 0.086 - 1.209 | 0.231
Commitment i ) S N
and Priority
(UcCp)
3 Management | -1.206 1.062 -1.136 | 0.261 0.219 0.084 2.594 | 0.012
Support
(MSP)
4 Computer -0.465 0.576 -0.808 | 0.423 0.059 0.059 0.999 | 0322
Department
Staffs’
Competence
and
Experience
with
Technology
(CDC) -
5 Computer 0.911 0.615 1.481 | 0.144 -0.017 0.065 -0.260 | 0.796
Depart-
ments’
Adequate in
Strength
(CDS)




[[Independent With Moderating Effect _____VWithout Moderating Effect
Variables/ Beta Std T Sig. T | Beta Std Error T Sig. T
Moderating Coef. Error i Coef. Beta
Variables Beta
6 Narrowing 3.102 1.447 2.143 | 0.037 0.236 0.104 2.261 .0.027

Down ;

Users-

Designers

Communica-

tion Gap

(NUDCG)

7 Sufficient -0.563 0.826 -0.681 | 0.499 0.010 0.094 0.111 0.912

Documenta-

tion For

Computer

Staffs and

Users (SD)

8 Users’ -1.571 1.261 -1.246 | 0.218 0.119 0.119 1.002 | 0.320

Educaiion

and Training

(UET) -

9 Sufficient 0.334° 7] 0914 " 170.365 | 0.716- 0.016 0.115 0.141 0.888

- | Existing i N )

Documen-

tation (SED)

10 | UIP **SED | 0.196 0.223 0.789 | 0.445

Il | UCP ** -0.329 0.210 -1.568 | 0.123

SED

12 | MSP ** 0.365 0.274 1.334 | 0.188

SED

13 | CDC ** 0.137 0.147 0.930 | 0.357

SED

t4 | CDS ** -0.243 0.155 -1.572 | 0.122

SED

15 | NUDCG ** | -0.719 0.362 -1.986 | 0.052

SED

16 | SD **SED 0.132 0.211 0.626 | 0.534

10 | UET **MS | 0427 0.325 1.317 ] 0.193
R?:0.536 v R”:0.462

Sig. F: 0.000 Sig. F: 0.000

{

S E—
i
|

A very significant relationshipr is detected at 1 % significance level. However, the
interaction term that represents the moderating effect of Sufficient Existing System
Documentation (prior to CAS implementation), is not significant at p < 0.05. The R?
values does not change much, merely 0.074 (0.536—0.462.). Thus, the hypothesis i1s
rejected. Users’ Roles, Management Role aﬁd Developers’ Roles do not provide a
significant positive relationship to the Success of CAS Implementation when the

Existing System Documentation (prior to CAS implementation) is Sufficient.




gliti. There Is An Interaction Effect Between Users’ Roles, Manpagement Role
and Developers’” Roles On The Success of CAS Implementation When The
projects’ Size is Larger And The Projects are More Structured.

Multiple Regression using enter method was performed to determine the interaction
between users’ roles, management role and developers’ roles on the success of CAS
implementation when the projects size are larger and the projects are more structured.

Table 4.52 summarizes the result of this multiple regression analyses.

Table 4.52: Multiple Regression Analyses Using Enter Method With
‘Independent Variables And Moderating Variables.- '

! Independent With Moderating Effect Without Moderating Effect
1 Variables/ Beta Std T Sig. T | Beta Std T Sig. T
Moderating Coef. Error Coef. Error
Variables Beta Beta
1 Users’ -0.049 2.375 -0.021 0.984 | 0.188 0.152 1.237 | 0.223
Involvement and
Participation
(UIP)
P2 Users’ 0.345 1.542 0.224 0.825 | -0.010 0.109 -0.087 | 0.931
: Commitment )
and Priority
(UCP)
3 Management 1.820 1.242 1.465 0.154 | 0.195 0.091 2.145 | 0.038
Support (MSP) ]
4 Computer -0.326 1.212 -0.269 0.790 | 0.026 0.080 0.320 | 0.751
Department - _ ;
Staffs’

Competence and
Experience with _
Technology
(CDC)
Computer -1.830 1.489 -1.229 0.229 | -0.189 0.092 -2.056 | 0.046
Departments’ ‘
Adequate in
Strength (CDS)
6 Narrowing -2.738 2.250 -1.217 0.234 | 0.053 0.132 0.406 | 0.687
Down Users-
Designers
Communication
Gap (NUDCG)
7 Sufficient 1.674 2.062 0.812 0.424 | 0.069 0.122 0.567 | 0.573
Documentation |
For Computer
Staffs and Users
(SD)
8 Users’ 2.756 2.075 1.328 0.195 | 0.099 0.159 0.620 | 0.539
Education and
Training (UET)

W




P _
‘ Independent With Moderating Effect Without Moderating Effect
l Yariables/ .
Mpderating
Yariables
Beta Std T Sig. T Beta Std T Sig. T
| Coef. { Error : Coef. Error
S Beta Beta |
{9 | LargeProjects | -7.973 | -5.347x -1.534 0.136 | -7.818 | 9.896x | -n.790 | -0.434
| Size (LP) x1077 10~ x10° 107
10 | More Structure | 1.648 | 1.631 1010 | 0321 | 0269 | 0.167 | 1617 | 0.113
! Projects (MS)
[ UIP ** LPS 2354 | 1.246x 1.889 0.069
x107 1077
12 | UCP**LP 1.579 | 5.402x 0.292 0772
L |xt0* | 10
13 MSP ** Lp -4.531 | 7.546x -0.060 0.953
x 10% 107
14 CDC ** LP -1.347 | 7.186x -1.875 1 0.071
x 107 107
15 CDS ** LP 1.868 | 6.831x 0.272 0.788
, x107% ] 10 |0 T .
16 | NUDCG**LP |-4483 | 7377 0.608 0.548
‘ “x10°® 1078
17 SD ** Lp -3.796 7.655x -0.496 0.624
x 10% 1078
i8 UET ** LP 3.860 | 1.098x 0.351 0.728
x107% 1077
19 UIP ** MS -0.008 | 0.624 -0.012 0.990
20 UCP ** MS -0.081 0.415 -0.195 0.847
21 MSP ** MS -0.454 | 0.320 -1.419 0.167
L 22 CDC ** MS 0.112 0.325 0.346 0.732
23 CDS ** MS 0.468 0.399 1.173 0.251
24 | NUDCG **MS | 0.745 0.590 1.261 0.217
25 SD ** MS -0.410 | 0.552 -0.743 0.464
26 UET ** MS -0.748 | 0.552 -1.356 0.186
L R?:0.630 R*: 0.409
Sig. F: 0.060 Sig. F : 0.005

No significant relationship is detected at 1 % signﬁﬁcance 1ev_el.. However, the
interaction term that reﬂpresentgt};e moderatingAeffectﬂs of Large Proj‘ects Size aﬁd
More Structured Projects, are not significant at all at p < 0.05. However, the R? values
does change a lot, 0.221 (0.630-0.409). Thus, the hypothesis is rejected. Users’ Roles,
Management Role and Developers’ Roles do not provide a significant positive

relationship to the Success of CAS Implementation when the Projects Size is Large

and when the Projects are More Structured.




<liv. There Is An Interactior. Lifect Between Users’ Roles, Management Rule
Aud Developers’ Roles On The Success of CAS Implementation When The
Projects are More Structured And When The Existing System Documentatioxn
(Prior To CAS Implementation) Is Sufficient.

Multiple Regression using enter method was performed to determine the interaction
hetween users’ roles, management role and developers’ roles on the success of CAS
implementation | when the projects are more structured and the existing system
documentation (prioir to CAS implementation) is sufficient. Tabie 4.53 summarizes

the result of this multiple regression analyses.

Table 4.53: Multiple Regression Analyses Using Enter Method With
Independent Variables And Moderating Variables.

Independent With Moderating Effect Without Moderating Effect
Variables/ Beta Std T Sig. T Beta Std T Sig.
Moderating Coef. Error Coef. Error T
Yariables Beta Beta
1 Users’ -1.960 1.550 -1.265 0.215 -0.390 0.128 | -3.056 | 0.004
Involvement and
Participation
(UIP)
2 Users’ 2.155 1.207 1.785 0.084 0.268 0.093 | 2.898 | 0.006
Commitment
and Priority
ucp)

3 Management -3.221 1.788 -1.802 0.081 0.178 0.077 | 2.296 | 0.026
| | Support (MSP) . ' :
4 Computer -0.039 0.779 ~-0.049 - 0.961 0.010 0.056 | 0.175 | 0.862
Department

Staffs’

Competence and
Experience with
Technology
(CDO)
Computer 0.616 0.745 0.827 0.414 -0.080 0.067 | -1.194 | 0.238
Departments’
Adequate in
Strength (CDS) :
6 Narrowing 2.870 2.261 1.269 0.213 0.222 0.096 | 2323 | 0.024
Down Users-

Designers

Communication
_Gap (NUDCG)
7 Sufficient -0.225 1.013 -0.222 0.825 -0.078 0.103 | -0.759 | 0.452
Documentation
For Computer
Staffs and Users
(SD)

W




/_I;;depef; dent With Moderating Effect Without Moderating Effect
Variabies/ )
Moderating
Variables
Beta Std T Sig. T Beta Std T Sig.
Coef. Error |- Coef. Error T
| Beta I Beta
7§ | Users' ] -0.418 Lo -0.247 10806 | 0.09> 0.127 | 0.747 | 0.458
Education and
Training (UET) o
9 More Structured | 0.642 2070 0.310 0.759 0.237 0.125 1.899 0.064
Projects (MS) )
10 | Sufficient -0.773 1.595 -0.484 0.631 0.128 0.127 1.009 0.318
Existing
Docurmentation
(SED)
11 | U ** MS 0.788 0.500 1.576 0.125
12 | UCP ** MS -0.157 0.375 -0.419 0.678
13 | MSP ** MS -0.223 0.282 -0.790 0.435
14 | CDC ** MS -0.291 0.231 -1.258 0.217
15 | CDS ** MS -3.(336:( 0.230 -0.001 0.999
10 . .
16 | NUDCG ** MS | 0.560 0.442 . | 1.267 0.214
17 | SD ** MS 0.062 0.299 0.206 0.838
18 | UET ** MS -0.931 0.367 -2.535 0.016
19 | UIP ** SED -0.394 0.449 -0.876 0.387
20 | UCP ** SED -0.301 0.363 -0.829 0.413
21 | MSP ** SED 1.064 0.370 2.876 0.007
22 | CDC ** SED 0.303 0.192 1.584 0.123
23 | CDS **SED -0.169 0.206 -0.822 0.417
24 | NUDCG ** -1.189 0.417 -2.852 0.007
SED
25 | SD **SED -0.034 0.291 -0.117 0.908
26 | UET ** SED 0.999 0.410 2.434 0.021
R?:0.744 R?:0.542
Sig. F : 0.000 _J Sig. F:0.000

Significant relationship is detecfed at 1 % significance level. Four the interaction
terms that represents the moderating effects of More Structurea :Projects and
Sufficient Existing Documentation (prior to Cf;S implementatioﬁ) are significant at
0.05 level. In addition, the R? values change so much, 0.202 (0.744-0.542). There is
no auto correlation as depicted by the Durbin-Watson Test statistic of 1.688, which is

within the acceptable range of 1.5 to 2.5.




Note :
First equation (without moderating effect)
- Success Implementation of CAS = f (all ipdependgnt variables, all
moderators)
Second equation (with moderating effect)
-> Success Implementation of CAS = f (all independent variables, all
moderatbfs, all interaction terms)
Applying the formula to both equations
- F = {[(RPRDY(Ke K)V(1-RY(N-Ko- 1)}
Where R1~ = R square of the first equation
R, = R square of the second equation
K, = Number of all independent variables & moderators in the first equation
K, = Number of all independent variables, moderators & interaction terms in
the second equation
N = Number of respondents
R, =0.542; R,*=0.29

R, = 0.744; Ry* = 0.55

K, =26
N =138

Therefore F = {[(0.55-0.29)/{26-10)]/[(1-0.55)/(138-26-1 )} = 4.01

Critical values of the F Distribution for alpha = 0.01, Numerator Degrees of Freedom

(K;) = 10 and Denominator Degrees of Freedom (K3) = 26 is equal to 3.09.

Since calculated F is greater than the critical f value ~ significant.




Therefore we accept the second equation (with moderating effect). Thus the 4
interaction terms users’ education and training and more structured projects (t = -
2.535; p < 0.05), management support and sufficient existing documentation {t
2.876; p < 0.05), narrowing down users-designers communication gap and sufﬁc;i;:;; L
existing documentation (t = -2.852; p < 0.05), and users’ ~ducation and training and
sufficient existing documentation (t = 2.434, p < 0.05) have a significant interaction

effect on the success of CAS implementation, thus, the hypothesis is accepted.

xlv.  There Is Interaction ‘Between Users’ Roles, Mgnagement Role And
’ Developers; Rol.es On Thé Success of CAS Implemeﬁtation When The frojec_ts

Size is Larger, The Projects are More Strqctured And The Existing System
Documentation (Prior To CAS Implementation) Is Sufficient.

Regression analysis was performed to determine the interaction between users’ roles,

management role and developers’ roles on the success of CAS implementation when

the projects size are larger and the projects are more structured and the existing

system documentation (prior to CAS implementation) is sufficient. Table 4.54

summarizes the result of this multiple regression analyses.




Table 4.54: Multiple Regression Analys«s Using Enter Method With

Independent Variables And Muderating Variables.

Independent
Variables/
Modevating

Variables

With Moderating Effect

Without Moderating Effect

Beta
Coef,

Std Error
Beta

T

Sig. T

Users’
Involvement
and
Participation

(UIP)

-6.228

5.334

-1.168

Beta
Coef.

Std Error
Beta

Sig.
T

0.250

0.146

[$%)

Users’
Commitment
and Priority
(UCP)

4.804

5.202

0.924

0.210

1.103

0.280

Management
Support (MSP)

-6.024

4414

-1.365

0.210

0.128

1.333

0.194

Computer
Department
Staffs’ =~
Competence

with
Technolegy
(CDC)

and Experience

-2.403

1.497

-1.605

0.147

0.092

0.392

0.698

Computer
Departments’
Adequate in

Strength (CDS)

4.484

2.526

1.775

0.114

-0.148

0.118

-1.257

0.220

Narrowing
Down Users-
Designers
Communica-
tion Gap
(NUDCG)

7.278

4.811

1.513

0.169

0.250

0.180

1.386

0.177

Sufficient
Documentation
For Computer

Staffs and

Users (SD)

-2.546

2.164

-1.177

-0.067

0.187

-0.357

0.724

Users’
Education and
- Training
(UET)

-4.231

4.583

-0.923

0.383

0.017

0.198

0.087

0.931

Large Projects
Size (LP)

-5.248
x 107

3.367x 10
-7

-1.559

4.665 x
107

1.404éx 10

0.742

10

More
Structured
Projects (MS)

-2.204

2.824

-0.781

0.221

0.232

0.949

0351

Sufficient
Existing
Documentation
(SED)

-3.167

4.926

-0.643

0.131

0.176

0.748

0.461

12

UIp ** LP

28.889

3.317

0.013

13

UCP **LP

16.200

1.269

0.245

14

MSP ** LP

1.335
x 107

1.198x 10
-7

1115

0.297

CDC **LP

-1.161
x 107

1.292x 10
-7

-0.899

0.395

| CDS **LP

-4.949
x10°3

5.430x 10
8

<D
(o3
(o]
O




r’_'I_rﬁepen deut With Moderating Effect Without Moderating Effect
Variables/ Beta | Std Error T Sig. T Beta Std T Sig. T
Moderating Coef. Beta Coef. Error
Variables Beta
17 | NUDCG **LP | 1.681 | 1.244x10 | 1352 | 0214
x 107 7 -

8 SD*1P | 6342 | - 0532 | 0611
19 | UET*LP | -4.008 - 0.001 | 0.999
20 | UIP** MS | 2272 - 2.653 | 0.030

21 | UCP** MS | -1.975 0.731 -2.700 | 0.027
| 22 MSP ** MS | 0.597 0.517 1.156 0.281

23 CDC ** MS | 1.046 0.460 2275 0.053

24 CDS ** MS -1.249 0.524 -2.381 0.044

25 NUDCG ** 0.279 0.862 0.323 0.755

MS

| 26 | SD** MS 76.791 - 0.459 0.660 ]

27 UET ** MS -0.554 0.712 -0.778 ! 0.459

29 UIP ** SED -0.807 1.126 -0.716 | 0.494

30 UCP ** SED 0.829 .1.067 0.777 0.460

31 MSP ** SED 0.923 0.793 1.164 0.278
| 32 CDC ** SED -0.394 0.345 -1.145 0.286
| 33 CDS ** SED 0.035 0.537 0.065 0.950 - ] ’ . IR

34 NUDCG ** -2.066 0.601 | -3.437 0.009 - :

SED
35 SD ** SED 0.706 0.567 1.246 0.248
36 UET ** SED 1.628 0915 1.780 0.113
R?:0.913 R?:0.388
Sig. F :0.065 B Sig. F:0.170

No significant relationship is detected at 1 % significance level, thus there is no
model. Five interaction terms that represents the moderating effects of Large Projects
Size, More Structured Projects and Sufficient Existing Documentation (prior to CAS
implementation) are significant at 0.05 level. In addition, the R? Vah;es change so
much, 0.525 A(0:.9I37-O.7388). There is no auto ¢orrelatibn as depicted by thet. Dﬁu;bin-
Watson Test statistic of 2.218, which is within the acceptable range of 1.5 to 2.5.
Thus, the hypothésis is rejected, i.e. Users’ Roles, Management Role and Developers’
Roles do not contribute a significant interaction effect on the Success of CAS
Implementation in the public sector when the Projects Size are Large and when the
Projects are More Structured and the Existing System Documentation (prior to CAS

implementation) is Sufficient.




xlvi. There Is A Interaction Effect Between Users’ Roles, Mianagement Reole
And Developers® Roles On The Success of CAS Implementation.

Regression analysis was performed to determine the interaction between users’ rolez,
management role and developers’ roles on the success of CAS implementation. Table

4,55 summarizes the result of this multiple regression analyses.

Table 4.55:" Multiple Regression Analyses Using Enter Method With

Independent Variables
Independent Variables Beta Coef. Std Error T Sig. T
Beta
1. | Users’ Involvement and Participation -~~~ 0.808 - | - 0.699.. |-~ 1155 T 0.251
(uip) s B ) R - : 1
2 | Uscrs’ Commitment and Priority (UCP) 0.294 ~ 0473 0.622 | 0.536
3 | Management Support (MS) -0.083 0.560 -0.149 0.882
4 | Computer Department Staffs’ Competence -0.515 0.369 -1.396 0.166
and Experience with Technology (CDC)
5 Computer Departments’ Adequate in 0.966 0.388 2.489 0.015
Strength (CDS)
6 | Narrowing Down Users-Designers’ -0.011 0.689 -0.015 0.988
Communication Gap (NUDCG) .
7 Sufficient Documentation For Computer 0418 0.488 0.858 0.393
Stafts and Users (SD)
8 Users” Education and Training (UET) -0.760 0.657 -1.156 0.251
9 | UIP **UCP -0.306 -0.098 -3.139 0.002
10 | UIP **MS 0.141 0.141 1.001 0.319
11 | UIP **CDC 0.084 0.121 0.698 0.487
12 | UIP **CDS ' 0.004 0.098 0.036 0.971
13 | UIP ** NUDCG -0.078 . 0.154 -0.508 0.613
14 -| UIP **SD 0.318 0.153 2.077 0.041
15 | UIP ** UET -0.252 0.176 -1.430 0.156
16 | UCP **MS 0.235 0.117 2.003 0.048
17 [ UCP **CDC -0.108 - 0:082 1.329 0.187
1.18 | UCP **CDS - - =0.048 - 0.098 - -0.496 | 0.621 ,,
19 { UCP **NUDCG ' -0.174 . 0.143 -1.216 0.227
20 | UCP **8D -0.087 0.110 -0.793 0.430
21 | UCP ** UET 0.197 0.145 1.357 0.178
22 | MS**CDC -0.014 0.086 -0.166 0.868
23 | MS**CDS -.0.026 ".056 -0.457 0.649
24 | MS ** NUDCG -0.084 0,143 -0.585 0.560
25 | MS**SD -0.326 0.164 -1.988 0.050
26 | MS »* UET 0.094 - 0.133 ) 0.712 0.478
28 | CDC ** CDS -0.022 0.056 -0.393 0.695
29 | CDC ** NUDCG -7.415x10 > 0.120 -0.001 0.999
30 | CDC **SD -0.134 0.086 -1.559 0.122
31 | CDC**UET 0.092 0.125 0.740 0.461
| 32 | CDS *NUDCG -0.227 0.123 -1.849 0.068
33 | CDS **SD 0.078 0.088 0.893 0374
33 [ CDS **UET 0.008 0.117 0.071 0.944
34 | NUDCG **SD 0.330 0.148 2.235 0.028
35 | NUDCG ** UET 0.327 0.112 2.920 0.004
36 | SD**UET -0.295 0.128 -2.304 0.023

Sig. F : 0.000; R’ : 0.738




A very significant relationship is detected at | % significance level The R?, is 0.738.
One independent variables; Computer Departments’ Adequate in Strength (t = 2.489;
p < 0.05) and seven interaction terms; Users’ Involvement and Participation and
Users’ Commitment and Priority (t = -3.139; p < 0.05), Users’ Involvement and
Participation and Adequate System Documentation for Computer Staffs and Users (t=
2.077; p < 0.05), Users’ Commitment and Priority and Management Support (t =
2.003; p < 0.05), VIK/Ianagement Support and Adequate System Documentation for
Computer Staffs and Users (t=-1.988; p < 0.05), Narrowing Down Users-Designers
VCommunicatio.nv Gap and Adequate Documentation for Computer Staffs And Users:
(t=2.235; p-r<, 0.05), Narrowing Down Users-Designers Communication G"ap énd
Users’ Education and Training (t = 2.920; p < 0.05), And Adequate System
Documentation for Computer Staffs and Users and Users’ Education and Training
(t=-2.304; p <0.05) have a significant interaction effect on the success of CAS
implementation. The other variables was found to have no significant interaction
effect on the success of CAS implementation at p < 0.05. There is no auto correlation
as depicted by the Durbin-Watson Test statisticAof 2.109, which is within the
acceptable range of 1.5 to 2.5.‘Hence? it is concluded that Hypqthesis 20 can be
supported, i.e. there is an i;ltérécti;)n effect betweénb Users’ Involvement éﬂd
Participation with Users’ Commitment and Priority, Users’ Involvement and-
Pgrticipation with Adequate System Documentation for Computer Staffs and Users,
Users’ Commitment and Priority with Management Support, Management Support
with Adequate System Documentation for Computer Staffs and Users, Narrowing
Down Users-Designers Communication Gap with Adequate Documentation for
Computer Staffs And Users, Narrowing Down Users-Designers Communication Gap

with Users’ Education and Training, And Adequate System Documentation for




Ccomputer Staffs with Users and Users” Education and Training on the success of

CAS implementation.

4.6 Summary of Findings

The results of regression analyses partially support the hypotheses formulated in
Chapter 3.

(a) There Is A Significant Positive Kelationship Between Users’ Roles, Management
Role And Developers’ Roles On The Success of CAS Implementation (HI3) is
supported for a regression significant at 0701 level and for p < 0.05.

From the étudy, Management Support and Narrowing Dowﬁ Users-Designers
Communication Gap have contribute significantly to the Success of CAS

Implementation in the public sector.

(b) There Is An Interaction Effect Between Users’ Roles, Management Role And
Developers’ Roles On The Success of CAS Implementation When The Projects Are
More Structured And When The Existing System Documentation (Prior To CAS
Implementation) Is Suﬁ”zciént)(H]S) is supported for a regression significant at 0.01
level and for p < 0.05.
Findings indicate that there are interactions between the following independent
variables and moderating variables :-
e Management Support with Sufficient Existing System Documentation (prior -
to the CAS implementation).
As depicted in Figure 4.1, the implementation success of CAS in the public sector
is positively correlated to the level of management support. Furthermore, the
higher the level of sufficient existing system documentation (prior to the CAS

implementation), the higher the level of CAS implementation success. However,




the success of CAS implementation increases much slower if the existing system
documentation is highly sufficient. Thus, both the independent variable, i.e.
management support and the moderating variable, i.e. sufficient existing system
documentation jointly influence the depepdent variable, the success of CAS
implementation in the public sector and the impact of these two variables on the
dependent variable are dependent. That is to say, manzgement support and
sufficient exiéting system documentation have a significant interaction effect on
the success of CAS implementation.

Narrowing Down Users-Designers Communication Gap with Sufficient
Existing System Documeﬁtation (prior to the CAS implementation.

As depicted in Figure 4.2, the success of CAS implementation in the public sector
ié positively correlated to the level of narrowing down users-designers
communication gap. Furthermore, the higher the level of sufficient existing
system documentation (prior to the CAS implementation), the higher the level of
the success of CAS implementation. However, the success of CAS
implementation increases much slower if thé existing system documentation is
highly sufficient. Thus, both the independent variable, i.e. nanoWing down users--
desigﬁers communication gap and the moder;ltiﬁé ve_lﬁabie, ie. sufﬁcieﬁt existing
system documentation jointly influence the dependent variable, the success of
CAS implementation in the public sector and the impact of these two variables on
the dependent variable are dependent. Narrowing down users-designers
communication gap and sufficient existing system documentation have a

significant interaction effect on the success of CAS implementation.




Ed

Users’ Education and Trainisg with Sufficient Existing System
Documentation (prior to the CAS implementation).

As depicted in Figure 4.3, the success of CAS implementation in the public sector
is positively correlated to the level of users’ education and training. Furthermore,
the higher the level of sufficient existing system documentation (prior to the CAS
implementation), the higher the level of the success of CAS implementation.
However, the success of CAS implementation increases much slower if the

existing system documentation is highly sufficient. Thus, both the independent

variable, i.e. users’ education and training and the moderating variable, i.e.

sufficient existing system documentation joixrltlyﬁinﬂuence the depéndent vaﬁablé, .
the success of CAS implementation in the public sector and the impact of these
two variables on the dependent variable are dependent. Users’ education and
training and sufficient existing system documentation are said to have a
significant interaction effect on the success of CAS implementation.

Users’ Education and Training with More Structured Projects.

As depicted in Figure 4.4, the success of CAS implementation in the public sector
is- positively correlate;d to the level of users’ education and training. Furthermore,
the highrerr the levél of more structured project;, the higher the level of CAS
implementation success. However, the success of CAS implementation increases
much slower if the projects were more structured. Thus, both the independent
variable, i.e. users’ education and training and the moderating variable, i.e. more
structured project jointly influence the dependent variable, the success of CAS
implementation in the public sector and the impact of these two variables on the
dependent variable are dependent. Users’ education and more structured project

have a significant interaction effect on the success of CAS implementation.




Ficure 4.1 : Moderating Effect Of Suiticient Existing System

Documentation Upon Management Support
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Figare 4.3 : Moderating Effect Of Sufficient Existing Syster Documentation
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(c) There Is An Interaction Effect Between Users’ Roles, Management Role And

Developers’ Roles On The Success of CAS Implementation In The Public Sector(H20)

is supported for a regression significant at 0.01 level and fqr p < 0.05. From the study,

it is found that the following terms have a significant interaction terms on the success

implementation of CAS :-

« Users’ Involvement and Participation and Users’ Commitment and Priority

s Users’ Involvér;lent and Participation and Adequate System Documentation for
Computer Staffs and Users

e Users’ Commitment and Priority-and Management Support

. Manégement Support and Adequate System Docuﬁlentation for Corﬁi)uter Staffs
and Users

e Narrowing Down Users-Designers Communication Gap and Adequate
Documentation for Computer Staffs And Users

e Narrowing Down Users-Designers Communication Gap and Users’ Education and
Training

. Adequate System Documentation for Computer Staffs and Users and Users’

: Educétion and Training.




Chapter 5

DISCUSSION AND CONCLUSION

.0 Iniroduction

"his chapter discusses and concludes the findings of the study. This chapter also
waluate all the independent and the moderating variables which support the
1ypotheses mentioned in Chapter 3 and the original theoretical framework is revised.
Joth the theoretical and practical contributions of the study and the limitations and

uture directions of the study are also been discussed here.

5.1 Discussion

The objective of the study is to investigate and to confirm whether users, management
and developers roles could influence the success of CAS implementation in the public
sector The research is meant to provide better understanding of why some CAS
implementations in the public sector were successful whereas some of the CAS
implementation were a complete failure. Thus, hopeﬁﬂly from the research’s findings,
government organizations will be able to understand what roles they should play

when they are implementing CAS in their respective offices so as to minimize the risk 7

of system failures.

A total of 138 sets of data (response rate of 98 %) were analyzed using the software
SPSS For Windows Release 6.0. Table 5.1 shows the specific independent énd the
moderating variables, which supported hypothesis that there is a significant positive
relationship between management support and narrowing down users-designers

communication gap (H13). Meanwhile, the research has found that the 4 interaction




erms users’ education and training and more structured projects, management support
ond  sufficient existing documentation, narrowing down users-designers
communication gap and sufficient existing documentation, and users’ education and
raining and sufficient existing documentation have a significant interaction effect on
the success of CAS implementation (H18). The study also found that one
independent variables i.c. computer departments’ adequate in' strength and seven
nteraction terms users’ involvement and participation and users’ commitment and
priority, users’ involvement and participation and adequate system documentation for
computer staffs and users, users’ commitment and priority an_drmanagement support,
management support and adeql;ate system documentation for.compl.lter staffs and
users, narrowing down users-designers communication gap and adequate
documentation for computer staffs and users, narrowing down users-designers
communication gap and users’ education and training, and adequate system
documentation for computer staffs and users and users’ education and training have a
significant interaction effect on the success of CAS implementation in the public

sector (H20).

In other words, indebéndent variables; users’ involvement and pé}ticipatibn,' users’
commitment and priority, management support, computer departments’ adequate in
strength, narrowing down users-designers communication gap, and sufficient
documentation for computer staffs and users and the moderating variables; projects
structure and sufficient existing documentation prior to CAS implementation
supported these hypotheses. Whereas, the independent variable; computer department

staffs’ competence and experience with the technology used for the CAS




implementation and the moderating variable; projects size did not support these

hypotheses.

Table 5.1: Independent Variables And Moderating Yaciables To Be Included In
The Revised Version Of The Theoretical Framework

Independent Variables/ Moderating | Hypotheses Supported | Variables To Be

. i} Included In the
Variables Hi3 H18 H20 Revised Version of
the Theoretical
- Framework
1 USERS’ ROLES
o  Users’ Involvement and ’ X X
Participation
e  Users’ Commitment and X X
Priority - .
2 . MANAGEMENT ROL )
| » Management Support | x | x | x | X

3 DEVELOPERS’ ROLES

e Computer Department Staffs’
Competence and Experience with

Technology

e Computer Departments’ Adequate in X X
Strength

e Narrowing Down Users-Designers X X X X
Communication Gap

¢ Sufficient Documentation for X X
Computer Staffs and Users

o  Users’ Education and Training X X b4

4  MODERATING VARIABLES
e Projects Size

e Projects Structure X X
*  Sufficient Existing Documentation X X

Thus, the original theoretical framework in Figurerr3.l, is modified slightly by
excluding the independent variable; computer department staffs’ competence and
experience with technology and the moderating variable; project size. Figure 6 shows

the revised theoretical framework after the study has been made.
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Figure 5.1 : The Revised Theoretical Framework Of The Original ¥ramework
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5.2 Degcriptio,a Of The Findings

From the study, CAS implementation success was significantly influence by 3
categories of variables, namely;

a) The users’ roles

b) The management role

¢) The developers’ roles

Thus the result agrees with that of Delong (1988).

i The Users’ Roles
" This research has identified that users play impértant roles in ensuring that the
application system is successfully implemented. Two variables were identified under

the users roles.

(a) Users’ involvement and participation

Users’ involvement and participation in the design and operation of CAS has a
significant influence on the success of CAS implementation suggest a consistency
with the findings of Kappelmgn and McLean (1991), Barki et al., (1989), Tait et al,,
(1988), and Frané ét al., (1984). From the study, it is found that 64.5 % of the CA'S
reported that users have put sufficient effort to enable the project team develop a
realistic expectationiof the CAS in their respective organizations. About 6'8.1 % of the
CAS show that users have continuously involve and cooperate during the process of
the CAS implementation in their respectivé organizations. About 63.1 % of the CAS
indicate that users have put sufficient effort to activate the implementation of the CAS
prototype in their organizations. About 71 % c;f the CAS show that users have a
positive attitudes towards the CAS implementation and 55.8 % indicate that users

have involved and participated actively during the CAS design phase. A mean of 3.73




and a standard deviation of 0.70 indicate that users have involved and participated

actively during the CAS implementation.

(b) Users’ commitment and priority

Users’ commtment and giving top priority to the implementation is- an important
criteria for the success and it has a significant positive relationship to the success of
CAS implementation and this agrees with Laudon and Laudon (1998), Newman et al.,
(1996), and White et al., (1986). The study revealed that 65.2 % of the CAS indicate a
high effort users made to key-in data during the master-ﬁle set up, about half indicate- E
fﬁat user has made higﬁ effort to run test data durmg th;a CAS téétiné phase, 58.7 % of
the CAS mentioned that users have pﬁt sufﬁéient effort to key in data during the
parallel run phase and 60.1 % of the CAS show that users have spent sufficient time
in helping the project team to provide the requisite information during the analysis
stage. The mean value of 3.69 and a standard deviation of 0.84 represents the fact that

users are committed and have put high priority towards the CAS implementation.

ii. The Management Role
The reSéaréH also idenﬁﬁed that fnanagérﬁént réle as another imponaﬁt factor tha{ has
a significant positive relationship to the successful outcome of the CAS
implementation and this finding agrees with Laudon and Laudon (1998), Thong et al.,
(1996), Garity (1994), Patricia (1993), Doll (1985), Doll (1985), Davis (1985), Ein-
Dor and Segev (1978), and Lewin (1951). The research indicate that 65.2 % of the
CAS show that their respective top management have put high effort to encourage
user departments to use the CAS, 68.1 % show tha/t their top management were highly

concerned with the CAS performance, 65.9 % show that their top management have

provided sufficient funding and resources for the CAS development and operation,




59.4 % show that their respective top management have taken active roles in deciding
the priority of the CAS implementation project and 59.4 % of the CAS show that
their top management havé highly emphasized in effective management and control
for the CAS development and operation in their respective organizations. About 54.4
% of the CAS show that their respective top management were highly concerned Wi'[‘h
the CAS usage rate. About 46.3 % of the CAS show that their respective top
management partiéfpated actively in the planning process of the CAS development
and operation in their organizations. About 26 % of the CAS show that their
respective top management have taken sufficient effort to develop reward system to
encourage the CAS usage in théir orgabnizationsr. About 46.3 % of the CAS showlth‘at
their respective top management were highly concerned not to relocate any staff who
were involved directly with the CAS development while the CAS were still under
development stage. A mean of 3.66 represents the fact that the respondents were in
the opinion that their management have provided high support for the CAS

implementation with a low standard deviation of 0.78.

iii. The Developers’ Roles
Last, this research has also i&entiﬁéa that develbpérs of the systern too play important
role in ensuring that the CAS is successfully implemented and this result show a
consistency with the findings of Clement and Vanden Besselaar (1993) and Welsch

(1981).

(a) Computer department staffs’ competence and experience with technology
used for CAS implementation
The result revealed that there was no significant difference whether or not, the

computer department staffs’ were competence and experience with the technology




used for CAS development and implementation. Thus, the result does not agree with
Laudon and Laudon (1998), Patricia (1993), and McFarlan (1981). The study found
that 45.6 % of the CAS show that their respective MIS officers have a proper training
plan to encourage continuous learning process of their computer department staff to
update and improve their skill and knowledge with regards to the CAS development.
The mean of 3.38 indicate that slightly above average that such plan for continuous
learning process mexists in their respective organizations. The standard deviation is

0.89.

©)) Compﬂuter departm’ents’ adequéte in.stréﬁgth

The result of a significant relationship between computer departments’ adeqﬁate
strength in terms of staffs and the success of CAS implementation. Thus, the result is
consistence with that of Kraemer and Dedrick (1995), Starkey (1992), Drucker
(1985), and Kingston (1971). The result from the study shows that 37 % of the CAS
show highly that there were adequate provisions for CAS maintenance in their
respective organizations. About 43.5 % show that there were moderate provisions for
the CAS maintenance in their respective organizations. The mean value of 3.16
represents that sliéhtlyh above rrioderéte that the orgaﬁlizations provide provisions -fo‘rv o

the CAS maintenance with a standard deviation of 0.95.

(¢) Narrowing down the users-designers communication gap

The study indicate that there is a signiﬁcantA relationship between narrowing down the
users-designers cémmunication gap and success of CAS implementation, thus the
result is consistence with the findings of that from Laudon and Laudon (1998),

Patricia (1993) and Robey (1983). The research shows that 65.9 % of the CAS show

that their developers have made sufficient effort to ensure that there was effective




communication between users and developers in their respective organizations.
About 70.3 % of the CAS show that their developers were highly concerned with
whether the CAS could deliver the information needed by their respective users to
perform their work. About 74.7 % of the CAS show that their respective developers
were highly concerned with how quickly user could access the data. About 74.6 % of
the CAS show that their respective developers were highly concerned with how
easily could user retrieved data. About 52.2 % of the CAS show that their respective
developers were highly concerned with how many clerical support would users
needed to enter data into the system. About 63.1 % of the CAS show that their
respective devel'opers were highly concemed with how would the operation of the
CAS fitted into users’ daily business schedule. The mean value of 3.82 represents the
fact that CAS developers were highly concerned with the narrowing down user-

designer communication gap with a low standard deviation of 0.63.

(d) Sufficient documentation for IT Staffs and Users

The result from the study shows that a significant relationship exists between
sufficient doc‘umentation for IT staffs and users and the success of CAS
implementation thus the result also agrees with Mifé] (1998), and Mark and Judy
(1994). The study explained that 28.2 % of the CAS shows that the overall system
documentation for the CAS implementation and operations were adequate. About
28.2 % of the CAS show that the overall program documentation for the CAS
implementation and operations were adequéte. About 34.7 % of the CAS show that
the overall database documentation for the CAS implementation and operations were

adequate. About 34.8 % of the CAS show that the overall system administration

documentation were adequate. About 28.3 % of the CAS show that the disaster




contingency planning manuals were adequate. About 30.4 % of the CAS show that
the users” manuals were complete and adequate. About 29 % of the CAS show that
the operators’ manuals were complete and adequate. A mean of 3.23 and a standard
Jeviation of 0.70 indicate that adequate documentation for computer staff and users-

were slightly above moderate.

(e) Users’ eduggtion and training

This study also revealed that a significant influence of users’ education and training
on the success of CAS implementation which is consistence with that of Cronan et al.,
(1990), Cronan and Douglas (1990), Bikson et al. (1985), Ein-Dor and Segev (1982),’ .
Fuerst and Cheney (1982), Zmud (1979), Lucas (1975), Brooks (1972), and Walker
(1968). About 62.3 % of the CAS show that their respective developers had made
sufficient effort to activate users’ training process. About 65.9 % of the CAS show
that their respective developers had made sufficient effort to encourage users’
learning process of CAS use. About 71 % of the CAS show that the respective
developers had taken sufficient effort to train users on how to enter data, update data
and print reports. About 52.9 % of the CAS show that their respective developers had
taken Sufﬁcient effort to train users on hoyvv to deal with éﬁors when opera:ti‘ng t}{é
system. Thé mean of users’ education and training of 3.67 indicate that there were
high users’ education and training process for the CAS implementation. The standard

deviation is low, 0.63.

5.3 Theoretical Contribution
The revised model (Figure 5.1) dictate the relationship between the independent
variables; users’ involvement and participation, users’ commitment and priority,

management support, computer departments’ adequate in strength, narrowing down
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users-designers communication gap, sufficient documentation for both computer
staffs and users, users’ education and training, and the independent vanable; success
of CAS implementation in the public sector. 2 moderating variables; projects structure
and sufficient documentation of existing system moderate the relationship between
independent and dependent variables. Projects structure and sufficient documentation
of existing system prior to the CAS implementation can be used as moderating
variables in order to explain the relationship between the independent and dependentr

variables.

' Part of the questionnaire was adobted and modiﬁed from éfudies of Zaliina (1799.8) and
Leong (1997) in order to suit the government’s environment. Leong’s study was
referring to the private sector while Zarina (1993) study was referring to the education
sector. The dependent variable is CAS implementation success. There are 15 elements
to measure success of CAS implementation and all questions related to the dependent
variable were measured on a five-point Likert scale. For the dependent variables like
users’ involvement and paﬂicipatiqn, users’ commitment and priority, management
support, computer departments’ adequate in strength, narrowing down users-designers
communication gap, sufﬁcient'doéument;ition for both computer staffs andiﬂuAsérs, and
users’ education and training, all questions related to them were also measured on a
five-point Likert scale. Moderators like projects structure and sufficient
documentation of existing system prior to the CAS implementation, all questions that
were related to them were also measured on a -ﬁve-point Likert scale. The questions in
the questionnaire provide a criterion measurement to establish the relationships
between the independent and the dependent variables and these relationships were

moderated by the moderating variables.
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The study has shown that management support and nacrowing down users-designers
communication gap has a significant positive relationship on the success of CAS
implementation in the public sector. Furthermore, the study also reveals that /4
interaction terms users’ education and training and more gtructured projecis,
management support and sufficient existing docunientation, narrowing down users-
designers communication gap and sufficient existing documentation, and users’
education and training and sufﬁcient existing documentation have a significant
interaction effect on the success of CAS implementation.
In additidn to that one ihdepéndent variables i.e. computer departments adeqwqartre n
strength and seven interaction terms users’ involvement and participation and users’
commitment and priority, users’ involvement and participation and adequate system
documentation for computer staffs and users, users’ commitment and priority and
management support, management support and adequate system documentation for
computer staffs and users, narrowing down users-designers communication gap and
adequate documentation for computer staffs and users, narrowing down users-
designers commumcatlon gap and users’ education and tramlng, and adequate system
i documentatlon for éomputer staffs and users and users’ educatlon and training have a
significant interaction effect on the success of CAS implementation in the public

sector.

5.4 Practical Contribution
The study shows that the burden of realizing the CAS implementation success does
not falls only on the shoulders of the developers. The other 2 parties identified in the

study as the management and users, also are as importance as the developers.
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From the study, the public sector is experiencing a fairly high success of CAS
implementation, judging from the mean value for application system implementation

success of 3.71 and with a low standard deviation of 0.56.

For the CAS to be successfully implemented, users ﬂust play their roles. From the
study, it is found that for users’ involvement and participation, a mean of 3.73 and a
standard deviation of 0.70 indicate that users’ involvement and participation during
the CAS implementation in the public sector is in between high and medium scale.
Thus, users could still improve their involvement and participatiqp dqﬁpg system
implementation. Sufficient effort muét be put by ﬁsers to eriabié the prdject team
develop a realistic expectation of the CAS. Users are also recommended to
continuously involve and cooperate with the development team during the process of
the CAS implementation. Users to activate the implementation of the CAS prototype
must put sufficient effort. Users are advised to have positive attitudes towards the
CAS implementation. Active involvement and participation by users during the CAS
design phase are also recommended. For users’ commitment and priority, the study
found that the mean value for users’ commitment and priority is 3.69 and a standard
“deviation of 0.84 repr‘esents thé fact that as far as useré’ commitment and pﬂoﬁty is ih .
between high and medium scale. Thus, users could still improve their commitment
aﬁd priority during the CAS development and implementation. Users are advised to
put sufficient effort to key-in data during the master-file set up. Users must are also
recommended to provide sufficient effort tovrun test data during the CAS testing
phase. Users should provide sufficient effort to key-in data during the parallel run

phase and the requisite information during the analysis stage of the CAS.
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Management too must play their roles in order to ensure that the CAS is successtully
implemented. For management support, the mean value of 3.66 indicate that as far a3
management support is concerned, it is between medium and high scale and with a
low standard deviation of vO.78. Thus, management too could also improve their
support in order to ensure successful CAS implementation in thei\r respective
organizations. The top management of government organizations are recommended to
provide sufficient effort to encourage users to use the CAS and to be concerned with
the CAS performance evaluation. The top management of these organizations are
requ1red to provide sufficient funding and resources for-the CAS development and
| operation and to take active roles in deciding the pr10r1ty of the CAS 1mplementat10n
project. Top management should emphasize effective management control for the
CAS development and operation. The top management should also must be concerned
with the CAS usage rate. It is also recommended that the top management should
participate actively in the planning process of the CAS development and operation
and they should also provide sufficient effort to develop reward system to encourage
the CAS usage. And, lastly, top management must be concerned not to relocate staff

involved directly with the CAS development.

Lastly, the developers of the CAS must also play their active roles to ensure that the
CAS is successfully implemented. Since the mean value for adequate provisions for
the CAS maintenance is 3.16 which was just about medium, with a standard deviation
of 0.95, developers are advised to improve their effort to provide adequate provisions
for the CAS maintenance in their respective organizations. Developers could still
improve their effort to narrow down user-designer communication gap since the mean

value is 3.82 with a standard deviation of 0.63. Developers should provide sufficient




effort to ensure that effective communication between users and them and they should
be concerned with whether or not the CAS could deliver the information needed by
users. Developers are advised to be concerned with how quickly users could access
the data r=quired and how eésily asers could retrieve the data. Developers should also
be coﬁcemed with how many clerical support will users needed to enter data into the '
system and how will the operations of the CAS fit into users daily business schedule.
Developers are-also advised to ensure that all the necessary manuals and
documentation is sufficient, complete and is user friendly. Developers should also put
sufficient effort to activate training process and to encourage users learning process Qf B
the CAS usage and to provide s'uf.ﬁ-éient effort to train users on hbw to key—inrcrlata,
update data, print reports and how users should deal with situations when they

accouter with system errors.

Government organizatibns should pay special attention to the better understanding of
the respective roles that influence the outcome of the CAS implementation. That is to
say, all the 3 parties; users, management and developers must carry out their roles and
responsibilities in order to accomplish one common goal of ensuring that the

investment on CAS development and implémentation is a fruitful one. . o

5.5 Limitations and Future Direction

There are some limitations in this study, which could be solved in future, study.
The questions to the questionnaire touchv on 3 general aspects that is, technical,
management and users aspectse. This study request the technical staffs as the
respondents to answer all the 3 general aspects of the questionnaire since technical

staffs are assume could be users and be part of the management of the organization.
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Thus, information provided for the management and users aspects may be a bit
biased. However, the study chooses the computer personnels to be the respondents
simply because they were computer experts and most of the questions in the
questionnaire were of technical related issues at which a layman might find the

questionnaire a bit difficult to answer.

The unit of analysis in the study was the computer application system (CAS) project
in the government organizations. The respondents were asked to choose arbitranly
one typical computerized application system. and answer the questionnaire with
respect té the selected application system. H&veveﬁ generalization of CAS ih‘this
research could be a bit misleading as each type of CAS required different levels of
users’, management and developers’ roles. For example, a homepage application and
GIS application are two different types of CAS, obviously each requires different
levels of users’, management and developers’ roles in order to be successfully
implemented. Thus, future study should select only one type of CAS and respondents
will be required to answer the questionnaire with respect to only one type of CAS

only.

Last, although the findings of the study are valid for the population surveyed; that is

the public sector, generalization to other kinds of organizations is not advisable.
5.6 Conclusion

Howard (1995) mentioned that implementing information system was so complex that

people must work together to get substantive work done.

1"




Users’ involvement and participation, users’ commitment and priority, management
support, computer departments’ adequate in strength, narrowing down users-designers
communication gap, sufficient documentation for both computer staffs and users,
users’ education and training, all have a significant impact on the success of CAS
implementation in the pu-blici sector. While projects structure and sufficient
documentation of existing system prior to the CAS implementation have a moderating
effect on the relationship between users’ involvement and participation, users’
commitment and priority, management support, computer departments’ adequate in
strength, narrowing down users-designeys cpmmunicat}on gap, sgfﬁciem
documentation for both cofnpiitér staffs and users, 'us:ers’ édﬁéétion and trainirig"and" .

the success of CAS implementation in the public sector.

Thus, when implementing any CAS in a government organization, it is crucial for
users, management and developers to understand each other’s roles and
responsibilities and to carry out their duties and obligations. This is to ensure that all

government CAS projects will be successfully implemented to benefit all.
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Appendix A

QUESTIONNAIRE
Kajiselidek

T ABOUT YOUR ORGANIZATION (Berkenaan dengan organisasi anda)
1
(This section relates to the background of your organization. Please circle or fill in your best response).

. (Bahaazan ini adalah berkenaan dengan latarbelakang organisasi anda Sila bulatkan atau isikan pilihan
{ jawapan anda).

1. Which category does your organization falls into ?
(Kategori organisasi anda ialah)

Government Owned Corporation  (Syarikat Kepunyaan Kerajaan)
Others, please specify :
(Lain-lain, sila nyatakan:)

A. Ministry (Kementerian)

B. Federal Government Department (Jabatan Kerajaan Persekutuan)

C. State Government Department  (Jabatan Kerajaan Negeri)

D. Federal Statutory Body _(Badan Berkanun Persekutuan)

E. - State Statutory Body _ * 7" (Badan. Berkanun Negeri). -

F.  City Council/Local Authority ~ (Dewan Bandar Raya/Pihak Berkuasa
Tempatan)

G.

H.

B. ABOUT YOURSELF (Berkenaan dengan diri anda)

+ (This section relates to the background of yourself in the organization. Please circle or fill in your best
| response).

(Bahagian ini adalah berkenaan dengan diri anda di dalam organisasi. Sila bulatkan atau isikan pilihan
Jjawapan anda)

1. What is your current job status ?
(Apakah status jawatan anda ?)

A.  Computer Manager/Head (Pengurus/Ketua
Pusat/Jabatan/Bahagian/Unit Komputer)

B. MIS Ofﬁcer/Syatem Analyst (Pengawai Sistem Maklumat/Juruanalzsa

— _Sistem)
C. Assistant MIS Ofﬁcer/Programmer (Penolong Pegawai sttem
Makiumat/Pengatur Rancangan Komputer)
D. Data Entry Operator (Operator Mesin Pemprosesan Data)
E. Others, please specify :

(Lain-lain, sila nyatakan .)

C. ABOUT THE COMPUTERIZED APPLICATION SYSTEM (CAS)
(Berkenaan dengan Sistem Aplikasi yang anda pilih)

(This section relates to the background of your selected CAS in your organization which you were directly
involved during both its development and implementation stages. Please circle or fill in your best
response). '

(Buhagian ini adalah berkenaan dengan latar belakang satu sistem aplikasi yang anda pilih di dalam
organisasi anda di mana anda telah terlibat secara langsung semasa ianya di peringkat pembangunan dan
implementasi. Sila bulatkan atau isikan pilihan jawapan anda).
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1. Please tick {one only) one major computerized application system project that was
implemented in your organization which you were involved directly during both its development
and its implementation stages.
(Sila tandakan (satu sahaja) satu projek sistem aplikasi yang penting yang telah dibangunkan di
dalam organisasi anda yang mana anda telah terlibat secara langsung semasa ianya di peringkat
_pembangunan dan di peringkat implementasi).

Accounting/Finance System (Sistem Perakaunan/Kewangan)

Billing/Receipting System (Sistem Bill/Kutipan Hasil)

Inventory/Stock Management System (Si&_tem Pengurusan Stok/Inventori)

Fixed Assets System (Sistem Aset Tetap)

Geographical Information System (Sistem Maklumat Geografi/Pemetaan)

Payroll System (Sistem Gaji)

Humian Resource Management System(Sistem Pengurusan Sumber Manusia)

Homepage (Laman Web)

Housing Application System (Sistem Permohonan Perumahan)

Others, Please Specify

(Lain-lain, sila nyatakan)

2. What was the purpose of this computerized application systern project ?
(Apakah tujuan prOJek szstem aplzkasz ini?):

'D. ABOUT THE DEVELOPER
(Berkenaan dengan kakitangan yang membangunkan sistem aplikasi ini)

(This section relates to the background of your selected CAS developer in your organization. Please circle
the appropriate selection).

(Bahagian ini adalah berkenaan dengan kakitangan yang membangunkan Sistem Aplikasi Komputer ini
bagi organisasi anda. Sila bulatkan pilthan yang berkenaan).

1. Who developed the computerized application system ? (please circle only one)
(Siapakah yang membangunkan sistem aplikasi ini ?) (Sila bulatkan satu sahaja)
A. Internal Computer (EDP) staff :
(Kakitangan komputer dalaman) R—_—
B. External Developer, please specify : ' ‘
(Kakitangan komputer dari luar organisasi anda, sila nyatakan syarikat tersebut:)
C. Others, please specify :
(Lain-lain, sila nyatakan:)

E. ABOUT THE USERS
| (Berkenaan dengan para pengguna Sistem Aplikasi Komputer ini)

(This section relates to the background of the users of the selected CAS in your organization. You may
circle more than one box).

(Bahagian ini adalah berkenaan dengan latar belakang para pengguna Sistem Aplikasi Komputer yang
anda pilih di Bahagian C. Anda boleh bulatkan pilihan jawapan anda lebih dari satu).

1. Whe are the users of the selected CAS ?
(Siapakah para pengguna sistem aplikasi ini ?)
A. Administration (Bahagian Pentadbiran)




B. Finance/Accounting (Bahagian Akaun/Kewangan)

C. EDP (Bahagian Komputer)

D. Human Resources (Bahagian Sumber Manusia)

E. Training (Bahagian Latihan)

F. Technical/Engineering (Bahagian Kejuruteraan/Teknikal)
G. Production (Bahagian Pengeluaran)

H. Quality " (Bahagian Kualiti)

1. Others, please specify :

(Lain-lain, sila nyatakan.)

F. Application System Implementation Success
(Kejayaan implementasi sistem aplikasi ini)

(The following measure the success of the computerized application system project which you are involved
during both its development and implementation stages as identified in Section C. Please circle your best
response by using the following scales

1=Very Low 2=Low 3=Medium 4=High 5= VeryHigh)

(Berikut adalah pengukur kejayaan projek Sistem Aplikasi Komputer yang telah anda pilih di Bahagian C.
di mana anda telah terlibat secara lansung di peringkat pembangunan dan implementasi sistem ini. Sila
bulatkan pilihan jawapan anda dengan menggunakan skel-skel berikut.

1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very
Low Rendah | Sederhana Tinggi | High

Sangat Sangat
Rendah Tinggi
1 My organization depends upon the application 1 2 3 4 5
system in performing its day-today activities.
(Organisasi saya bergantung kepada sistem aplikasi
ini untuk menjalankan aktiviti harian).
2 The CAS has increased users job Satisfaction in my 1 2 3 4 5
organization.
(Sistem Aplikasi ini telah meningkatkan lagi
kepuasan kerja para pengguna di dalam organisasi
saya).
3 The CAS is easy to use by users in my organization. | 1 2 3 4 5
(Sistem Aplikasi ini adalah mudah Higunakan oleh- - - b .
para pengguna di dalam organisasi saya).
4 The CAS has enabled the tasks to be carried 1 2 3 4 5

out easily and efficiently in my organization.

(Sistem Aplikasi ini telah membolehkan
tugas-tugas dijalankan dengan mudah dan efisien di
dalam organisasi saya).

5 The CAS has provided accurate & reliable data to 1 2 3 4 5
users and top management in my organization.

(Sistem Aplikasi ini telah dapat memberimaklumat
yang tepat dan boleh dipercayvai kepada para
pengguna dan pihak pengurusan atasan di dalam
organisasi saya).




Very
Low
Sangaft
Rendah

Low
Rendah

Medium
Sederhana

High
Tinggi

High
Sangat
Tinggi

The CAS has contributed to achievement of
organizational objectives and meets its specified
goals in my organization.

(Sistem Aplikasi ini telah menyumbangkan

kepada pencapaian objektif organisasi dan

telah maklamat-matlamat yang ditentukan di dalam
organisasi saya).

[

The CAS can easily be modified (flexibility) to meet
new conditions, demands and circumstances in my
organization.

(Sistem aplikasi ini mudah diubah
bagi memenuhi keperluan semasa di dalam
organisasi saya).

The CAS has provided sufficient information to
users and top management in my organization,

(Sistem Aplikasi ini dapat memberi maklumat yang
mencukupi kepada para pengguna dan pengurusan
atasan di dalam organisasi saya).

The CAS is widespread use by users in my
organization.

(Sistem Aplikasi ini telah digunakan secara meluas
oleh para pengguna di dalam organisasi saya).

The CAS has run well that is free from system
breakdown/job abort in my organization .

(Sistem Aplikasi ini dapat berjalan dengan lancar
tanpa kerosakan dan gangguan sistem di dalam
organisasi saya).

The CAS needs no manual intervention to complete
its tasks in my organization.

(Sistem Aplikasi ini tidak memerlukan campurtangan
secara manual untik menyempurnakan tugas-
tugasnya di dalam organisasi anda).

The CAS enhance better communication between
departments in my organization.

(Sistem Aplikasi ini telah dapatmempertingkatkan
lagi komunikasi antara bahagian di dalam
organisasi saya).

The CAS provides better control on resources in my
organization. '
(Sistem Aplikasi ini telah dapat mengawalsumbe -
sumber di dalam organisasi saya dengan lebih baik).
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Very | Low | Mediom | High | Very
Low Rendah | Sederhana | Tinggi | High
Sangat Sangat
Rendah Tinggi
14 | The CAS provides cost saving to my orgax}ization in {1 2 3 4 5
the long run. ’
(Sistem Aplikasi ini telah dapat menjimatkan dari
segi kos kepada organisasi saya dalam jangka
panjang).
15 | The CAS provides shorter time taken in decision 1 2 3 4 5

making in my organization.

(Sistem Aplikasi ini telah membolehkan keputusan

dapat dibuat derigan cepatdi dalam organisasi saya).

G. User Involvement & Participation (Penglibatan para pengguna),

(This section relates to the user involvement and participatioh in your organization with the computerized
application system project identified in Section C. Please circle your best response by using the following
scales. : ST

1=VeryLow 2=Low 3=Medium 4=High 5= Very High)

(Bahagian ini adalah berkenaan dengan penglibatan para penggunadi dalam organisasi anda terhadap

projek Sistem Aplikasi Komputer yang anda pilih di dalam Bahagian C dengan menggunakan skel-skel
berikut.
| = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 35 = Sangat Tinggi)

Very Low Medium High Very
Low Rendah | Sederhana Tinggi | High
Sangat Sangat
Rendah Tinggi
1 User has put sufficient effort to enable the project 1 2 3 4 5
team develop a realistic expectation of the CAS in
my organization. '
(Para pengguna telah pun berusaha bersungguh-
sungguh untuk membolehkan pasukan projek untuk
| membangunkan harapan yang realistik bagi Sistem o _
| Aplikasi ini di dalam organisasi saya). C - - =
2 User has continuously involve and cooperate during I 2 3 4 5
| the process of the CAS implementation in my
organization.
(Para pengguna telah berkerjasama dan melibatkan
diri secara berterusan semasa proses implementasi
Sistem Aplikasi ini di dalam organisasi saya).
3 User has put sufficient effort to activate the 1 2 3 4 5

implementation of the CAS prototype in my
organization.

(Para pengguna telah pun berusaha dengan
bersungguh-sungguh untuk menjayakan
implementasi prototaip Sistem Aplikasi ini di dalam
organisasi saya).
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Very Low Medium High Very
Low Rendah | Sederhana Tinggi High

Sangat Sangat
Rendah Tinggi
User has a positive attitudes towards the CAS 1 2 3 4 5
implementation in my organization.
(Para pengguna mempunyai sikap positif terhadap
implementasi Sistem Aplikasi ini di dalam organisasi
saya).
User has involve and participate actively during the 1 2 3 4 {5

CAS design phase in my organization.

(Para pengguna telah melibatkan diri secara aktif
semasa Sistem Aplzkasz ini di peringkat rekabentuk
di dalam organisasi saya).

User Commitment & Priority (Kesungguhan dan keutamaan para pengguna)
‘his section relates to the user commitment and priority with the computerized application system project
entxﬁed in Section C. Please circle your best response by using the following scales.
1=VeryLow 2=Low 3=Medium 4=High 5= VeryHigh).
lahagian ini adalah berkenaan dengan kesungguhan dan keutamaan para pengguna terhadap Sistem .
»likasi Komputer yang anda pilih di Bahagian C. Sila bulatkan jawapan anda dengan menggunakan o
el-skel berikut
1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very
Low Rendah | Sederhana Tinggi | High

Sangat Sangat
Rendah Tinggi
User has put sufficient effort to key-in data during 1 2 3 4 5

the master-file set up in my organization.

(Para pengguna telah berusaha dengan bersungguh-
sungguh untuk memasukan data semasa fail-fail
induk divjudkan di dalam organisasi saya).

User has made sufficient effort to run test data during | 1 2 3 4 5
the CAS testing phase in my organization.

(Para pengguna telah berusaha denganbersungguh-
sungguh untuk menguji sistem dengan data ujian.

- | semasa Sistem Aplikasi ini di dalam peringkat ujian
di dalam organisasi saya). ]
User has made sufficient effort to key-in data during | 1 2
the parallel run phase in my organization.

(V8]
ESN
wn

(Para pengguna telah berusaha denganbersungguh-
sungguh untuk memasukan data semasa Sistem
Aplikasi ini di peringkat larian selari di dalam
organisasi saya).

User has spend sufficient time in helping the project | 1 2 3 4 5
team to provide the requisite information during the
analysis stage in my organization.

(Para pengguna telah meluangkan masa membantu
pasukan projek untuk mendapatkan maklumat awal
vang mencukupi semasa Sistem Aplikasi ini masih
diperingkat analisis di dalam organisasi saya).




I. Management Support (Sokongan pengurusan)

(This section relates to management support with of the computerized application system

project in your organization identified in Section C. Please circle your best response by using the
following scales.

1=VeryLow 2=Low 3=Medium 4= Hwh 5= Very High)

(Bahagian ini adalah berkenaan dengan sokongan daripada pihak pengurusan organisasi anda terhadap
projek Sistem Aplikasi Komputer yang anda pilih di Bahagian C. Sila bulatkan pilihan jawapan anda
mengikut skel-skel berikut.

1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very
Low Rendah | Sederhana Tinggt | High

Sangat Sangat
- Rendah Tinggi
1 The top management has made sufficient effort to 1 2 3 4 5
encourage user department to use the CAS in my
organization.

(Pihak pengurusan telah berusaha dengan
bersungguh-sungguh untuk menggalakkan, para
pengguna untuk menggunakan Sistem Aplikasi
Komputer ini di dalam organisasi saya).

2 The top management is concern with the CAS 1 2 3 4 -15
performance evaluation in my organization. : -

(Pihak pengurusan mengambil berat tentang
penilaian pencapaian Sistem Aplikasi Komputer ini
di dalam organisasi saya).

The top management has provide sufficient 1 2 3 4 5
funding and resources for the CAS development and
operation in my organization.

(V8]

(Pihak pengurusan telah menyediakan sumber-
sumber dan kewangan yang mencukupi untuk

pembangunan dan operasi Sistem Aplikasi Komputer |
ini).

4 | The top management has taken an active role in 1 2 3 4 5
deciding the priority of the CAS 1mplementat10n
project in my ¢ oroamzatlon

(Pihak pengurusan mengambil peranan yang aktif
dalam menentukan keutamaan dalam implementasi
projek Sistem Aplikasi Komputer ini di dalam
organisasi saya).

5 The top man management emphasis in 1 2 3 4 5
effective management and control for the
CAS development and operation in my organization.

(Prthak pengurusan telah mengambil berat tentang
kawalan dan pengurusan yang berkesan untuk
operasi dan pembangunan Sistem Aplikasi Komputer
ini di dalam organisasi saya).
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- Very Low Medium High Very
Low Rendah | Sederhana Tinggi High

Sangat Sangat
Rendah Tinggi
6 The top management is concerned with the CAS 1 2 3 4 5

usage rate in my organization.

(Pihak pengurusan mengambil berat tentang kadar
penggunaan Sistem Aplikasi Komputer ini di dalam
organisasi saya).

7 | The top management participation actively in the 1 2 3 4 5
planning process of the CAS development and
operation in my organization,

(Pihak pengurusan telah mengambil bahagian
secara aktif di'dalam proses operasi dan
perancangan Sistem Aplikasi Komputer ini di dalam
organisasi saya).

8 The top management has taken sufficient 1 2 3 4 5
effort to develop reward system to encourage the
CAS use in my oroamzatlon e -

(Pihak pengurusan telah berusaha dengan
secukupnya untuk mengadakan satu sistem insentif
bagi menggalakkan penggunaan Sistem Aplikasi
Komputer ini di dalam organisasi saya).

9 The top management is concemn not to relocate/ 1 2 3 4 5
transfer any staff involved directly with the CAS
development while the it is still in the middle of
development stage implementation in my
organization.

(Pihak pengurusan telah mengambil berat supaya
tidak menukarkan mana-mana kakitangan yang
terlibat secara langsung dengan pembagunan Sistem
Aplikasi ini semasa sistem ini masih di peringkat

implementasi di dalam organisasi saya).

J. Computer Department Competence & Experience With Technology
(Pengalaman dan kebolehan kakitangan Bahagian Komputer dengan teknologi)

(This section relates to computer department competence and experience with technology
associated with the computerized application system project identified in Section C).

(Bahagian ini adalah berkenaan dengan pengalaman dan kebolehan kakitangan Bahagian Komputer
organisast anda dengan teknologi yang digunakan untuk membangunkan Sistem Aplikasi Komputer yang
anda pilih di Bahagian C). '

1.  What is the educational background of the head of the development project team ?
(Apakah latar belakang kelulusan ketua pasukan projek pembangunan Sistem Aplikasi Komputer

ini?)

A.  University level (computer related)
(Peringkat Universiti (bidang komputer))

B.  University level (non-computer related)

(Peringkat Universiti (bukan dalam bidang komputer))
C. High School
(Sekolah Tinggi)
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D.  Others, please specify :
(Lain-lain, sila nyatakan).

Please specify the types of software and hardware nsed for the CAS development :-
(Sila nyatakan jenis perisian dan perkakasan yang digunakan untuk pembangunan Sistem
Aplikasi Komputer ini). )

2.1  Programming language : Please tick (one only) in the appropriate box.
(Bahasa Aturcara yang digunakan untuk sistem ini. Sila tandakan (/) satu sahaja pada
kotak yang berkenaan).

Oracle

Informix

PowerBuilder

System Builder

C++

Visual Basic

Lotus Notes

COBOL

JAVA

WinGis

. | MAPInfo

ARClInfo

Others, Please specify :

(Lain-lain, sila nyatakan.)

2.2 Operating system :

(Sistem pengoperasian)

Unix

Windows NT

Novel

Netware

Others, Please specify :
(Lain-lain, sila nyatakan :)

2.3 Database system :
(Sistem Pengkalan Data:)
Sybase
Informix
Ingress
SQLBase :
Others, Please specify :
(Lain-lain, sila nyatakan )

2.4  Servers: Please tick (one only) in the appropriate box.
(Jenis server yang digunakan untuk sistem ini. Sila tandakan (/) satu sahaja pada kotak
yang berkenaan).

IBM

Hewlett Packard

SUN

ACER

DELL

COMPAQ

Packard Bell

NEC

Others, Please specify :
(Lain-lain, sila nyatakan:)
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3. How many years experience does the developer has working with the types of
hardware and software mentioned above ?
{Berapa tahun pengalaman kakitangan yang membangunkan Sistem Aplikasi
Komputer ini dengan teknologi perkakasan dan perisian yang dinyatakan di aias ?)

years.
(tahun).

4, How many application systems has the developer developed using hardware &
software mentioned above ?
(Berapakah jumlah sistem aplikasi komputer yang telah dibangunkan oleh pembangun
(developer) sistem ini ?)

[ (For question 5, please circle your best response by using the following scales.
1 =Very Low 2=Low 3=Medium 4=High 5= VeryHigh)

| (Untuk soalan nombor 5 berikut, sila bulatkan jawapan anda dengan menggunakan skel- skel berikut.
- 1 = Sangat Rendah 2 = Rendah 3= Sederhana 4 =Tinggi 5 = Sangat Tinggi) .

Very Low Medium High | Very

Low Rendah | Sederhana Tinggi | High

Sangat | ) - Sangat

Rendah | Tinggi
5 The MIS Officer has a proper training plan to 1 2 13 4 5

encourage continuous learning process of the
computer department staff to update and improve
skill and knowledge with regards to CAS
development in my organization.

(Pegawai Sistem Maklumat telah mempunyai satu
perancangan latihan yang teratur untuk
menggalakkan pembelajaran yang berterusan bagi
kakitangan Bahagian Komputer bagi
mempertingkatkan dan mengemaskini kemahiran
dan pengetahuan berkenaan dengan Sistem Aplikasi |-
Komputer yang dibangunkan di dalam organisasi
saya).

K. Computer Department Adequate In Strength (Kekuatan Bahagian Komputer)

(This section relates to computer department adequate in strength to handle with the computerized
application system project identified in Section C).

(Bahagian ini adalah berkenaan dengan kekuatan Bahagian Komputer dalam mengendalikan projek
Sistem Aplikasi Komputer yang anda pilih di dalam Bahagian C).

1 How many computer staff were involved in the application development project full-
time ? : persons

(Berapa bilangan kakitangan Bahagian Komputer yang terlibat dalam pembangunan
pembangunan Sistem Aplikasi Komputer ini secara sepenuh masa ?)
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Yor the following group of computer staff’, piease indicate how many are involved in the project
foarm.

(Untuk setiap kumpulan kakitangan Bahagian Komputer, sila nyatakan bzlangan mereka yang
terlibat dalam pasukan projek ini )

2.1  System Analyst: : ’ : persons
{Juruanalisa Sistem/Pegawai Sistem Maklumat )
2.2 Analyst Programmer/Programmer Analyst/Programmer : persons

(Pengatur Rancangan Komputer/Penolong Pegawai Sistem Maklumat)
2.3 Others, please specify :
(Lain-lain, sila nyatakan :)

For question 3, please circle your best response by using the following scales
=Very Low 2=Low 3 =Medium 4 =High 5= Very High)
Untuk soalan 3 berikutnya, sila bulatkan jawapan anda dengan menggunakan skel-skel berikut.
! = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very
Low Rendah | Sederhana Tinggi | High
Sangat Sangat
: - Rendah .| Tinggi
3 There is adequate provisions for CAS - N 1 12 3 4 5

maintenance in my organization. (For example,
sufficient computer department staff are trained to
support the system and to make maintenance
changes in my organization).

(Terdapat peruntukan yang mencukupi bagi
menyelenggarakan Sistem Aplikasi Komputerini.
Jumlah kakitangan Bahagian Komputer yang
mencukupi telah dilatih untuk memberi sokongan
terhadap sistem ini di dalam organisasi saya).

L. User-Designer Gap
(Jurang antara pembangun Sistem (developer) dengan para pengguna).

(This section relates to user designer gap with respect to the implementation of the computerized
application system project in your organization identified in Section C. Please circle your best response by
using the following scales. :

1=VeryLow 2=Low 3=Medium 4= HIUh 5= Very onh)

(Bahagian ini adalah berkenaan dengan jurang yang wujud antara kakitangan Bahagian Komputer
dengan para pengguna terhadap implementasi Sistem Aplikasi Komputer di dalam organisasi anda yang
anda pilih di Bahagian C. Sila bulatkan jawapan anda dengan menggunakan skel-skel berikut.

1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very
Low Rendah | Sederhana Tinggi | High
Sangat Sangat
. Rendah Tinggi
1 The developer has made sufficient effort to 1 2 3 4 5

ensure that there is effective ommunication between
users and developer in my organization.

(Pembangun (developer) Sistem Aplikasi
Komputer ini telah berusaha bersungguh-sungguh
bagi memastikan keberkesanan komunikasi antara
para pengguna dengan pembangun sistem di dalam
organisasi saya).
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(VS

Very
Low
Sangat
Rendah

Low
Rendan

Medium
Sederhana

High
Tinggi

Very
High
Sangat
Tinggi

The developer is concern whether the CAS can
deliver the information needed by the user to
perform their work in my organization.

(Pembangun sistem telah mengambil berat sama
ada Sistem Aplikasi Komputer ini boleh
menyampaikan maklumat yang diperlukan oleh
para pengguna untuk membolehkan para pengguna
menjalankan kerja mereka di dalam organisasi

saya).

1

The developer is concern with how quickly
user can access the data in my organization.

(Pembangun sistem telah mengambil berat tentang
secepat mana para pengguna boleh mencapai data
di dalam organisasi saya).

[F3)

The developer is concern with how easily
can user retrieve the data in my organization.

(Pembangun sistem telah mengambil berat semudah
manakah para pengguna boleh mendapat data di
dalam organisasi saya).

The developer is concern with how many
clerical support will user need to enter data
into the system in my organization

(Pembangun sistem telah mengambil berat tentang
Jumlah kakitangan perkeranian yang diperlukan
oleh para pengguna untuk memasukkan data ke
dalam sistem di dalam organisasi saya).

The developer is concern with on how will
the operation of the CAS fit into user’s daily
business schedule in my organization.

(Pembangun sistem telah mengambil berat tentang
bagaimana operasi Sistem AplikasiKomputer ini
dapat dijalankan bersama-sama dengan jadual
kerja harian para pengguna di dalam organisasi

saya).

W
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Adequate Documentatio: for Computer Department Staff And User
(Dokumentasi yang mencukupi untuk kakitangan Bahagian Komputer dan para

pengguna,).

is section relates to adequate documentation for computer department staff and user department with
rect to the cornputerized application system project identified in Section C. Please circle your best -
yonse by using the following scales.

Very Low 2=Low 3=Medium 4 =High 5= Very High)

hagian ini adalah berkenaan dengan dokumentasi yang mencukupi untuk kakitangan Bahagian
nputer dan juga untuk para pengguna berhubung dengan projek Sistem Aplikasi Komputer yand anda
h di Bahagian C. Sila bulatkan pilihan jawapan anda dengan menggunakan skel-skel berikut.

1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very

Low Rendah | Sederhana Tinggi High

Sangat Sangat

Rendah - Tinggi
In my organization, the overall system 1 2 3 4 5

- documentation for the CAS implementation and ’
operation is adequate.

(Di dalam organisasi saya, keseluruhan
dokumentasi sistem bagioperasi dan implementasi
Sistem AplikasiKomputer adalah mencukupi).

In my organization, the overall program 1 2 3 4 5
documentation for the CAS implementation and
operation is adequate.

(Di dalam organisasi saya, keseluruhan
dokumentasi aturcara untuk Operasi dan
implementasi Sistem Aplikasi Komputer adalah
mencukupi).

In my organization, the overall database/files/tables | 1 - 2 3 4 5
documentation for the CAS mplementation and
operation 1s adequate.

(Di dalam organisasi saya, keseluruhan
dokumentasi pangkalan data bagi operasi dan ' -
implementasi Sistem AplikasiKomputer ini adalah
mencukupi).

In my organization, the overall system 1 2 3 4 5
administration documentation for the CAS
implementation and operation is adequate.

(Di dalam organisasi sava, keseluruhan
dokumentasi pentadbiran sistem untuk operasi dan
implementasiSistem Aplikasi Komputer ini adalah
mencukupi).

(o8]
I
w

In my organization, the disaster contingency 1 2
planning manual for the CAS is adequate.

(Di dalam organisasi saya, manual perancangan/
persediaan sistem bagi menghadapi benccna
adalah mencukupr).
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Very
Low
Sangat
Rendah

Low
Rendah

Medium
Sederhana

High
Tinggi

Very
High
Sangat
Tinggi

In my organization, the user manual for the CAS
implementation and operation is adequate.

(Oi dalam organisasi saya, manual pengguna untuk
operasi dan implementasi Sistem AplikasiKomputer
ini adalah mencukupi).

In my organization, the operator manual for the
CAS implementation and operation is adequate.

(Di dalam organisasi saya, manucl operator untuk
operasi dan implementasi Sistem Aplikasi
Komputer ini adalah mencukupi).

In my organization, the user manual for the CAS
implementation and operation is complete and
adequate. ) : R -

(Di'dalam organisasi saya, manual pengguna untuk
operasi dan implementasi Sistem AplikasiKomputer
ini adalah mencukupi).

In my organization, the operator manual for the

CAS implementation and operation is complete and
adequate.

(Di dalam organisasi saya, manual operator untuk
operasi dan implementasi Sistem Aplikasi
Komputeradalah mencukupi).

W

In my organization, the user manual is easy to
understand by user.

(Di dalam organisasi saya, manual pengguna
adalah mudah difahami oleh para pengguna).

1

In my organization, the operator manual is easy to
understand by operator.

(Di dalam organisasi saya, manual operator adalah
mudah difahami oleh operator).




F\Z’.,User Education & Training (Latihan dan pendidikan para pengguna).

i

§ identified in Section C. Please circle your best response by using the following scales.
i 1 =Very Low 2=Low 3=Medium 4 =High 5= VeryHigh)

i (This section relates to the user education and training with the computerized application system project

(Bahagian ini adalah Lerkencan dengan iatihan dan pendidikan para gengeuna bagiSistem Aplikasi

! Komputer yang anda pilih di Bahagian C. Sila bulatkan pilihan jawapan dengan menggunakan skel-skel
I berikut.

| | = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

|
. _ Very | Low | Medium | High ] Very

Low Rendah | Sederhana Tinggi | High
Sangat Sangat
| Rendah Tinggi
1 In my organization, the developer has made 1 2 3 4 - 5
sufficient effort to activate the training process for
users.

(Di dalam organisasi saya, pembangun sistem telah
berusaha dengan secukupnya untuk memulakan _
proses latihan para pengguna).

|

In my organization, the developer has made 1 2 3 4 5
sufficient effort to encourage user’s learning
process of CAS use.

(Di dalam organisasi saya, pembangun sistem telah
berusaha dengan secukupnya untuk menggalakkan
proses pembelajaran para pengguna tentang
penggunaan Sistem Aplikasi Komputer ini).

In my organization, the developer has taken 1 2 3 4 5
sufficient effort to train user on how to key-in data,
update data and print report.

(OS]

(Di dalam organisasi saya, pembangun sistem telah
berusaha dengan secukupnya untuk melatih para
pengguna tentang cara-carda memasukkan data,
kemaskini data dan mencetak laporan).

(V8]
SR
w

4 In my organization, the developer has taken 1 2
sufficient effort to train user on how to deal with
errors when operating the CAS.

(Di dalam organisasi saya, pembangun sistem telah
berusaha dengan secukupnya untuk melatih para
pengguna tentang tindakan-tindakan yang perlu
diambil bagi menghadapi ralat-ralat semasa Sistem
Aplikasi Konputer beroperasi).
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O. Project Size (Saiz projek).

(This section relates to project size with respect to the computerized application system project identified
in Section C). ’
(Bahagian ini adalah berkenaan dengan saiz projek Sistem Aplikasi yang anda pilih di Bahagian C).

1. Cost spent for this project 7 : KM
Kos projek ?:)

2. Time taken to implement the application system 7 : months.
(Masa (bulan) yang diambil untuk implementasi Sistem Aplikasiini 7))
3. Size of implementation staff 7 : _ persons.
(Bilangan kakitangan yang terlibat dalam implementasi Sistem Aplikasi ini 7)
4. Number of user departments aifected 7 : . units.

(Jumlah bahagian/jabatan pengguna yang terlibat ?)

P. Project Structure (Struktur Projek)
(This section relates to project structure with respect to the implementation of the computerized application
system project identified in Section C. Please circle your best response by using the following scales.
l=VeryLow 2=Low 3=Medium 4=High 5= VeryHigh)
(Bahagian ini adalah berkenaan dengan struktur projek implementasi Sistem AplikasiKomputer yang anda
pilih di Bahagian C. Sila bulatkan pilihan anda dengan menggunakan skel-skel berikut,
1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)
Very Low Medium High Very
Low Rendah | Sederhana Tinggi High
Sangat Sangat
Rendah Tinggi
1 The task procedure has changed as the CAS is 1 2 3 4 5
implemented in my organization.
(Prosedur kerja telah berubah apabila Sistem
Aplikasi Komputer ini diimplementasi di dalam
organisasi saya).
2 The contents and methods of tasks has changed as | ! 2 3 4 S
the CAS is implemented in my organization.
(Kaedah dan kandungan kerja-kerja juga telah
berubah apabila Sistem Aplikasi Komputer ini
diimplementasikan di dalam organisasi saya).
3 The organizational structure has changed as the 1 2 3 4 5
CAS is implemented in my organization.
(Struktur organisasi telah berubah apabila Sistem
Aplikasi Komputer inidiimplementasikan di dalam
organisasi saya).
4 The tasks has been standardized as the 1 2 3 4 5
CAS is implemented in my organization.
Kerja-kerja telah diseragamkan apabila
(Sistem Aplikasi Komputer ini diimplementasikan
di dalam organisasisaya).
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Very Low Medium High Very
Low Rendah | Sederhana Tinggi High
Sangat Sangat
Rendah Tinggi
In my organization, the task procedure is 1 2 3 4 5
documented in the job manual,

(Di dalam organisasi saya, prosedur kerja telah
direkodkan ke dalam manual kerja).

w

The task objectives and ranges are specified for the | 1 2 3 4
CAS to be implemented in my organization.

(Objektif kerja telah ditetapkanuntuk implementasi
Sistem Aplikasi Komputer di dalam organisasi

saya).

The tasks has become routinely performed 1 2 3 4 5
as the CAS is implemented in my organization. )

(Kerja-kerja telah menjadi rutin apabila . 1 - -
Sistem Aplikasi Komputer ini-diimplementasikan o
di dalam organisasi saya).

In my organization, the tasks can easily be 1 2 3 4 5
performed with the CAS implementation.

(Dz dalam organisasi saya, kerja-kerja mudah
dijalankan dengan implementasi Sistem Aplikasi
Komputer ini).

(9%
N
w

The relationships between organizational 1 2
members has changed as the CAS is
implemented in my organization.

(Perhubungan antara kakitangan di dalam
organisasi saya telah berubah apabila Sistem
Aplikasi Komputer ini diimplementasikan).

Adequate Documentation Of Existing System
(Dokumentasi sistem lama sebelum Sistem Aplikasi Komputer ini
diimplementasikan)

1is section relates to adequate documentation of existing system before the computerized application
tem project identified in Section C is implemented. Please circle your best response by using the
lowing scales.
- Very Low 2=Low 3=Medium 4=High 5= Very High)
thagian ini adalah berkenaan dengan sama ada dokumentasi sistem lama sebelum Sistem Aplikasi =
mputer yang anda pilih di Bahagian C diimplementasikan. Sila Bulatkan pilihan jawapan anda dengan
nggunakan skel-skel berikut.

1 = Sangat Rendah 2 = Rendah 3 = Sederhana 4 = Tinggi 5 = Sangat Tinggi)

Very Low Medium High Very

Low Rendah | Sederhana Tinggi High

Sangat Sangat

Rendah Tinggi
In my organization, the system requirement for the | 1 2 3 4 5

CAS is derived from adequate documentation of
existing system.
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T § Very Low Medium High Very

Low Rendah | Sederhana Tinggi High
Sangal Sanzat
Rerwlah Tinog |
(Di dalam organisasi saya, keperluan sistem untuk
Sistem AplikasiKomputer ini boleh didapati engan
secukupnva daripada dokumentasi sistem sedia
ada). B |
Users are able to give sufficient 1 2 3 4 5

information to project team during
feasibility and design stage of the CAS in my
organization.

(Para poagguna dapat memberi maklumat dengan
secukupr. va kepada pasukan projek semasa di
peringkat kajian awal dan rekabentuk Sistem
Aplikasi Komputer ini di dalam organisasi saya).

IllllIIlll!I'IIIIIIIIIIIIIIIIIIIIII‘IIIIIIIIIIIII-IIIIIIIIIIIIIIIIIII

(OPTIONAL)

1) Do you wish to get a copy of the findings from this study ? Please tick (/) one only the appropriate

0X.
(Adakah anda berminat untuk dapatkan salinan hasil kajian ini kelak ? Sila tandakan (/) pada kotak

yang berkenaan).

Yes (Ya)
No (Tidak)

2) If you wish to get a copy of the research findings, please write down your e-mail address or

attached

your business card.
(Sekiranya anda ingin mendapatkan salinan hasil kajian kelak, sila tuliskan alamat e-mail anda atau

sertakan kad nama/jawatan/alamat anda).

e-mail address :
(alamat e-mail)
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Appendix B

6 Disember, 1999

Ahmad Suhaimi Bin Baharudin,

Ketua Seksyen Komputer,

Lernbaga Kemajuan Witayah Pulau Pinang (PERDA),
No 1, Lorong Kampung Gajah 2, Jalan Kampung Gajah,
12200 Butterworth, Pulau Pinang.

{[Ketua Setiauasaha Kementerian/
Setiauasaha Kerajaan Negeri/
Ketua Pengarah/

Yang Di Pertua/

Pengurus Besar],

[Alamat]}

Ass_alamualaikum wrt,
Y. Bhg. Tan Sri/Dato’/Tuan/Puan,

Kajian Mengenai Apakah Faktor-faktor Yang Menyebabkan Kejayaan
Implementasi Sistem Aplikasi Komputer Di Scktor Awam

(The Factors Affecting The Successful Implementation of Computerized Application
System In The Public Sector).

Saya dengan hormatnya merujuk kepada perkara di atas.

2. Saya yang bernama serta beralamatkan seperti di atas adalah Pegawai Sistem
Maklumat (Gred F3) di Seksyen Komputer, Lembaga Kemajuan Wilayah Pulau
Pinang (PERDA), No 1, Lorong Kampung Gajah 2, Jalan Kampung Gajah, 12200
Butterworth, Pulau Pinang (Tel : 04-3103155, Fax: 04-3321676, E-Mail :
subaimi@perda.gov.my atau pun suhaimiz020(d>hotmail_,go_m).

3. Untuk makluman Tan Sri/Dato’/tuan/puan saya juga adalah pelajar separuh masa
(tahun akhir) bagi kursus Sarjana Pentadbiran Perniagaan (MBA) di Universiti Sains
Malaysia (USM), dan sekarang ini saya sedang menjalankan kajian mengenai apakah
faktor-faktor yang boleh menyebabkan implementasi sesuatu Sistem Aplikasi '
Komputer boleh berjaya ataupun gagal di sektor awam. Penyelidikan ini adalah untuk
memenuhi syarat-syarat kursus MBA ini.

4. Di sebabkan fokus kajian saya adalah sektor awam, maka kesemua Kementerian,
Jabatan Persekutuan, Kerajaan Negeri, Badan Berkanun dan Syarikat Kepunyaan
Kerajaan adalah termasuk di dalam penyelidikan ini. Organisisasi Tan Sri /Dato’ /tuan
/puan juga adalah dipilih untuk tujuan kajian ini. “Respondents” bagi kesemua soalan-
soalan yang terdapat di dalam “questionnaire” ini ialah Pengurus-pengurus atau
Ketua-ketua Bahagian Komputer, Pegawai-pegawai Sistem Maklumat dan Penolong-
penolong Pegawai Sistem Maklumat di organisasi Tan Sri/Dato’/tuan/puan. Oleh
yang demikian, saya amatlah berbesar hati sekiranya Tan Sri/Dato’/tuan/puan dapat
mengemukakan satu (1) set “questionnaire” ini kepada Pengurus ataupun Ketua
Bahagian Komputer di organisasi Tan Sri/Dato’/tuan/puan untuk dijawab.
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5. Di harap agar I'engurus ataupun Ket::a Bahagian Komputer di organisasi Tan
sri/Dato/tuan/puan dapat meluangkan sedikit masa untuk menjawap kesemua soalan-
,oalan yang terdapat di dalam “questionnaire” ini. Bagi menjawap soalan-soalan di
Jalam “questionnaire” ini, beliau adalah diminta supaya memilih satu Sistem Aplikasi
omputer sahaja yang pada pendapat beliau janya adalah penting di dalam organisasi
Tan Sri/Dato’/+ an/puan dan juga betiau telrh terlibat secara langsung semasa sisterm
ersebut di peringkat implementasi lagi.

6. Segala jawapan yang akan diberikan oleh beliau bagi soalan-soalan di dalam
‘questionnaire” ini hendaklah merujuk kepada Sistem Aplikasi Komputer yang i pilih
oleh beliau sahaja.

7. Untuk pengetahiian Tan Sri/Dato’/tuan/puan, tiada jawapan yang betul atau pun
salah bagi soalan-soalan di dalam “questionnaire” ini; hanya komen dan penda; at
yang ikhlas dari beliau sahaja adalah berkaitan di dalam kajian ini.

8.  Segala komen beliau adalah dirahsiakan; memandangkan data yang akan
dipersembahkan di dalam analisis dan rumusan kajian ini nanti adalah di dalam
bentuk “aggregate” sahaja di mana adalah mustahil untuk menjejak “respondents”.

9. Sekiranya pihak Tan Sri/Dato’/tuan/puan ada apa-apa kemusykilan, pihak Tan
Sri/Dato’/tuan/puan bolehlah menghubungi Professor Madya Muhamad Jantan di
nombor telefon 04-6577888 ext 3343 atau ext 2398 atau e-mail (m] antan@usm.my)
untuk keterangan lanjut.

10. Bersama-sama ini saya sertakan satu (1) set soalan-soalan kajiselidik
(questionnaire) untuk di jawap oleh Pengurus ataupun Ketua Bahagian Komputer di
organisasi Tan Sri/Dato’/tuan/puan. Juga disertakan salinan surat pengesahan
daripada koordinator program MBA USM untuk rujukan Tan Sri/Dato’/tuan/puan.

11. Saya amatlah berharap agar pihak Tan Sri/Dato’/tuan/puan dapat mengembalikan
kepada saya “questionnaire” yang telah di sempurnakan oleh Bahagian Komputer
dengan menggunakan sampul surat bersetem yang telah disediakan sebelum 20
Disember, 1999 ini bagi membolehkan saya menjalankan analisis ke atas data yang
diperolehi. ‘ '

12. Kerjasama pihak Tan Sri/Dato’/tuan/puan amatlah dihargai dan diharapkan bagi
menjayakan kajian ini.

Sekian, terima kasih.

Yang benar,

[AHMAD SUHAIMI BIN BAHARUDIN]
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Appendix C

, UNIVERSITI SAINS MALGAYSIA

gL i%mATPENGAHANPENGURUSAN #+ SCHOOL OF MANAGEMENT

PN 11800 PULAU PINANG e MALAYSIA
TEL: 604-6577888 EXT. 3367, 3370, 3363, = TELEX: MA40254 USMLIB

FAX: 604 - 6577448

epada Sesiapa Yang Berkenaan

ngan hormatnya dimaklumkan bahawa pelajar Ahmad Suhaimi Baharudin

.k /p:520810075403 adalah pelajar Sarjana Pentadbiran Perniagaan (MBA) di
sat Pengajian Pengurusan, Universiti Sains Malaysia.

rjasama tuan/puan untuk membantu pelajar ini dalam apa jua kemudahan yang -
erlukan dalam membantu beliau menjalankan penyelidikan berkaitan dengan
ngajiannya amatlah dihargai.

kian, terima kasih.

ERKHIDMAT UNTUK NEGARA?”
ntailah Bahasa Kita’

ROH. MADYA AMAD JANTAN)
\gerpsi
ncanjgan Jjazah Tyn
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Appendix D

FTLE NAME : CORELATE.LST »
- - Correlation Coefficients - -

SUCCES M U_INV_ M U_COM_M M SUP M IT EXPO4
IT STRO2
SUCCES M 1.0000 .5297 .4768 L6091 .2185
4051 :
( 138) ( 138) ( 135) { 138) ( 137) (
138) -
P= . P= .000 P= .000 P= .000 pP= .010 pP=
.000
U _INV_M .5297 1.0000 .6478 .4959 .3601
L1799 ) o :
{ 138) { .138) ( 135) ( 138) (137) (
"138) ) : ,
P= .000 P= . P= .000 P= .000 P= .000 P=
.035
U _COM M .4768 .6478 1.0000 .3956 .3401
.1824
( 135) ( 135) { 135) ( 135) ( 134) (
135)
P= .000 P= .000 P= . P= .000 P= .000 P=
.034
M_SUP_M .6091 L4959 .3956 1.0000 .2456
.5348
( 138) ( 138) ( 135) ( 138) ( 137) (
138)
P= .000 P= .000 P= .000" P= . P= .004 P=
.000
IT EXP04 .2185 .3601 .3401 .2456 1.0000
.3516 o . o . o
: ~ - 137) - 137) (- 134) (137)  ( 137) .
137)
P= .010 P= .000 P= .000 P= .004 P= . P=
.000
IT STRO2 .4051 L1799 .1824 .5348 .3516
1.0000
( 138) ( 138) ( 135) ( 138) ( 137) (
138) '
P= .000 P= .035 P=" .034 P= .000 P= .000 P=
UD GAP_M .6234 '~ .5029 .4244 .4549 .2139
.2684
( 137) ( 137) { 135) ( 137) ( 136) (
137)
P= .000 P= .000 P= .000 P= .000 P= .012 P=
.002
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poC _IT M
3448

137)
.000

U_ED M
.1250

136)
.147

LARGEPRO
.2366

82)
.032

MORESTRU
1972

93)

.058

.4327
( 137)
P= .000

L4135
( 136)
P= .000

.0803
( 82)
P= .474

.5090
( 93)
P= .000

3799
( 137)
P= .000
4311
{ 136)
P= .000
.1965
{ 82)
P= .077
L2719
( 93)
P= .008

.3928
( 134) (
P= .000 P=
.3449
( 134) (
P= .000 P=
-.0429
( 81) {
P= .704 P=
.0799
{ 90) (

P= .454 P=

(coefficient / (Cases) / 2-tailed Significance)

.3031

137)

.000

.1872

136)

.029

.2320

82)

.036

.3032

93)

.003

" . n ig printed if a coefficient cannot be computed

IT_STRO2

SUFFXDOC
.1367

75)

242

(Coefficient /

SUCCES_M
.2793
(. 75)

P= .015

(Cases)

- Correlation Coefficients

U INV M
.2583

( 75)

P= .025

U _COM_M M SUP M
L2172 .1937

( 74) ( 75)

P= .063 P= .096

/ 2-tailed Significance)

" _ v ig printed if a coefficient cannot be computed

SUFFXDOC

SUCCES_M
.2793

75)

.015

UD_GAP M
.6234

( 137)

P= .000

DOC_IT M
L4327

( 137)

P= .000

U ED M LARGEPRO
.4135 .0803

{ 136) ( 82)

P= .000 P= .474

162

.2765

{ 136) (

P= .001 e
.2285

{ 135) (

P= .008 P=
.2099

( 81) (

P= .060 P=
L1121

( 92) (

P= .287 P=

IT EXP04
.0100

R 74) A

P= .932 pP=

MORESTRU
.5090

( 93) (

P= .000 P=




C TaV M .5029 .3799 L4311 .1965 .2719

L2583

{ 137) ( 137) { 136) ( 82) { 93) {
75)

P= .000 P= .000 P= .000 P= .077 P= .008 Dis
.025
0 OM M .4244 .3928 .3449 -.0429 L0799
L2172

( 135) ( 134) {( 134) ( 81) { 90) {
74)

P= .000 P= .000 P= .000 P= .704 P= .454 P=
063
M SUP M .4549 .3031 .1872 .2320 .3032
.1937

( 137) { 137) ( 1386) ( 82) ( 93) (
75)

P= .000 P= .000 P= .029 P= .036 P= .003 P=
.096
IT EXP04 .2139 L2765 L2285 L2099 L1121
.0100

( 136) ( 136) ( 135) ( 81) ( 92) - - {
74)

P= .012 P= .001 P= .008 P= .060 P= .287 P=
.932 :
IT STRO2 .2684 .3468 .1250 .2366 .1972
.1367

( 137) ( 137) ( 136) ( 82) ( 93) (
75)

P= .002 P= .000 P= .147 P= .032 P= .058 P=
.242
UD_GAP_M 1.0000 .4577 .6684 .1292 .5006
.3645

(~ 137) ( 136) ( 136) ( 81) ( 92) (
75)

P= . P= .000 P= .000 P= .250 P= .000 P=
.001 o
DOC_IT M .4577 1.0000 .5306 .0762 .4893
.5005

( 136) ( 137) ( 135) ( 81) { 92) (
75)

P= .000 P= . P= .000 P= .499 P= .000 P=
.000

(Coefficient / (Cases) / 2-tailed Significance)
m , n is printed if a coefficient cannot be computed

- - Correlation Coefficients - -

UD_GAP_M DOC_IT M U ED M LARGEPRO MORESTRU
SUFFXDOC
U_ED_M .6684 .5306 1.0000 .1672 .5007
.4032
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4)
000

ARGEPRO
2073

162

[ORESTRU
4697

2)
000

 UFFXDOC
.0000

Coefficient /

{ 136) { 135) (

P= .000 P= .000 P=
.1292 .0762

( 81) ( 31) (

P= .250 P= .499 P=
.5006 L4893

( 92) ( 92} (

P= .000 P= .000 P=
.3645 .5005

( 75) ( 75) (

P= .001 P= .000 P=

136)

L1672

80)

.138

.5007

91)

-.000

.4032

74)

.000

( 80)
P= .138
1.0000
{ 32)
P=
.1797
( 59)
P= .173
L2073
(47
P= .162

(Cases) / 2-tailed Significance)

. v ig printed if a coefficient cannot be computed
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Appendix B

FILE NAME : Hl(a) .LST
ok kK MULTIPLHR REGRESSION ok ok %

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter U_INV_M

Variable(s) Entered on Step Number

1.. U _INV M
Multiple R .52966
R Square .28054
Adjusted R Square .27524
Standard Error © . .47702

analysis of Variance

DF Sum of Squares Mean Square
Regression 1 12.06675 12.06675
Residual 136 30.94658 .22755
F o= 53.02937 Signif F = .0000

—————————————————————— Variables in the Equation --------------------

Variable B SE B 95% Confdnce Intrvl B
Beta

U _INV_M .426799 .058609 .310896 .542702
.529656

(Constant) 2.116758 .222314 1.677119 2.556396

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
U _INV_M 1.000000 1.000 7.282 .0000
(Constant) 9.521 .0000

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 2.7996 4.,2508 3.7084 .2968 138
*RESID -1.4815 1.1923 .0000 .4753 138
* ZPRED -3.0622 1.8273 .0000 1.0000 138
*ZRESID -3.1058 2.4994 .0000 .9963 138
Total Cases = 138
Durbin-Watson Test = 1.72219
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Appendix F

FILE NAME : H1l(b).LST _
* ok % % MULTIPLE REGRESSION * ok ok ok

Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable. . SUCCES_M

Descriptive Statistics are printed on Page 4

Block Number 1. Method: Enter U _COM M

Variable(s) Entered on Step Number

1.. U_COM M

Multiple R .47682
R Square . -- .22736
Adjusted R- Square .22155
Standard Error .49389
Analysis of Variance

DF Sum of Squares Mean Sguare
Regression 1 9.54659 9.54659
Residual 133 32.44211 .24393
F = 39.13729 Signif F = .0000

—————————————————————— Variables in the Equation -----------comwonono

Variable B SE B 95% Confdnce Intrvl B
Beta

U_COM M .31954s8 .051079 .21851e6 .420579
.476824

(Constant) 2.520025 .193343 2.137599 2.902451

——————————— Variables in the Equation -----------

Variable Tolerance VIF T 8ig T

U_COM M 1.000000 1.000 6.256 .0000
(Constant) 13.034 .0000

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean. std Dev N
*PRED 2.8396 4.1178 3.7000 .2669 135
*RESID -1.2649 1.1742 .0000 .4920 135
*ZPRED ~3.2236 1.5652 .0000 1.0000 135
*ZRESID -2.5611 2.3775 .0000 .9963 135
Total Cases = 138
Durbin-Watson Test = 2.02372
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Appendix &

*ILE NAME : H1l({c).LST
* ok ok MUOULTIPLE REGRESSION * ok ok %
istwise Deletion of Missing Data
quation Number 1 Dependent Variable.. SUCCES_M
3lock Number 1. Method: Enter U ED M

Jariable(s) Entered on Step Number

1., U ED M
lultiple R o . 41349
! Square .17098
\djusted R Square .16479
standard Error .51478

\nalysis of Variance

DF ~Sum of Squares - Mean Square
egression : -1 ’ 7.32353 i 7.32353
esidual 134 35.50965 .26500
"= 27.63623 Signif F = .0000

—————————————————————— Variables in the Equation --------------------

‘ariable ) B SE B 95% Confdnce Intrvl B
leta

J ED M .369123 .070215 .230249 .507996
413495 .

Constant) 2.355112 .261213 1.838478 2.871745

--~---<--- Variables in the Equation -----------

‘ariable Tolerance VIF T S8Sig T

j ED M 1.000000 1.000 5.257 .0000
Constant) :

9.016 .0000
nd Block Number 1 All requested variables entered.

esiduals Statistics:

Min Max Mean Std Dev N
"PRED 3.0934 4.2007 3.7086 .2329 136
RESID -1.2007 1.3733 .0000 .5129 136
ZPRED ~2.6414 2.1131 .0000 1.0000 136
ZRESID -2.3325 2.6678 .0000 - .9963 136
'otal Cases = 138
urbin-Watson Test = 1.92024
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FILE NAME : H2.LST
* ok k% MULTTIPLE REGRESSTITION * ok ok ok

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter M SUP M

Variable(s) Entered on Step Number

1.. M_SUP M
Multiple R .60912
R Square .37102
Adjusted R Square  .36640
Standard. Exrror ©.44601

Analysis of Variance :
DF Sum of Squares Mean Square

Regression 1 15.9588%6 15.95896
Residual 136 27.05436 .19893
F = 80.22432 Signif F = .0000

—————————————————————— Variables in the Equation ----------—----------

Variable B SE B 95% Confdnce Intrvl B
Beta

M_SUP M .440228 .049150 .343031 .537425
.609117 ‘

(Constant) 2.097573 .183812 1.734073 2.461072

——————————— Variables in the Equation -----------

Variable Tolerance - VIF T Sig T
M_SUP M 1.000000 1.000 8.957 .0000
(Constant) 11.412 .0000

06 Jan 00 SPSS for MS WINDOWS Release 6.0
Page 12

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 2.9230 4.2987 3.7084 .3413 138
*RESID -1.1983 1.2770 .0000 .4444 138
*ZPRED -2.3013 1.7295 .0000 1.0000 138
*ZRESID -2.6889 2.8631 .0000 .9963 138
Total Cases = 138
Durbin-Watson Test = 2.14695
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Appendisx

FILE NAME : H3(a).LST
* ok ok & MULTIPLE REGRESSION * ok
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter IT _EXPO04

Variable(s) Entered on Step Number

1.. IT,EXP04 Computer Department Compency & Experienc
Multiple R .21854
R Square .04776
Adjusted R Square .04071
Standard Error - - .54757

Analysis of Variance

DF Sum of Squares Mean Square
Regression 1 2.03024 2.03024
Residual 135 40.47753 .29983
F = 6.77124 Signif F = .0103

—————————————————————— Variables in the Equation ------=--------u.

Variable B SE B 95% Confdnce Intrvl B
Beta

IT EXPO4 .136941 .052626 .032863 .241019
.218545 :

(Constant) 3.250807 .183903 2.887104 3.614510

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T

IT EXP04 1.000000 1.000 2.602 .0103
(Constant) _ 17.677 .0000

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.3877 3.9355 3.7136 .1222 137
*RESID -1.3319 1.2086 .0000 .5456 137
*ZPRED -2.6670 1.8162 .0000 1.0000 137
*ZRESID -2.4324 2.2073 .0000 .9963 137
Total Cases = 138
Durbin-Watson Test = 1.90471
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Appendix J

FILE NAME : H3(b) .LST
ok kK MULTIPLE REGRESSION ok % %

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter IT STRO2

variable(s) Entered on Step Number

1.. IT STRO2 Computer Department Adequate In Strength
Multiple R .40507
R Square .16408
Adjusted R Square .15793 T -
Standard Error } .51418

Analysis of Variance

DF Sum of Squares Mean Square
Regression 1 7.05768 7.05768
Residual 136 35.95564 .26438
F = 26.69526 Signif F = .0000

—————————————————————— Variables in the Equation ----=--------c---w-—-

Variable B SE B 95% Confdnce Intrvl B
Beta

IT _STRO2 .240036 .046458 .148163 .331909
.405070

(Constant) .2.950064 .153167 2.647168 3.252961

——————————— Variables in the Equation -----------

Variable - Tolerance VIF -T 8ig T
IT STRO2 1.000000 1.000 5.167 .0000
{(Constant) 19.260 .0000

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.1901 4.1502 3.7084 .2270 138
*RESID -1.4435 1.3032 .0000 .5123 138
*ZPRED -2.2837 1.9465 .0000 1.0000 138
*ZRESID -2.8075 2.5345 .0000 .9963 138
Total Cases = 138
Durbin-Watson Test = 2.03595
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Appendix X

FILE NAME : H3(c) .LST

ok k% MULTIPLE R &EGEZSSION *ookok

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter UD_CAP M
Variable (s) Entered on Step Number

1.. UD_GAP M
Multiple R .62341 B
R Square .38864
Adjusted R Square .38411 ] -
Standard Error .44091 )
Analysis of Variance

. DF Sum of Squares Mean Square
Regression 1 16.68330 16.68330

Residual 135 26.24439 .19440
' = 85.81820 Signif F = .0000
—————————————————————— Variables in the Equation ~----=--cowoooo__

Jariable B SE B 95% Confdnce Intrvl B

3eta

JD_GAP_M .555884 .060006 .437211 .674558
.623408 :

(Constant) 1.584550 .232115 1.125498 2.043601

——————————— Variables in the Equation -----------

Jariable Tolerance VIF =~ ~°°T 8ig T

JD_GAP M 1.000000 1.000 9.264 .0000

(Constant) 6.827 . .0000

‘nd Block Number 1 All requested variables entered.

esiduals Statistics:

Min Max Mean Std Dev N

PRED 2.6963 4.3640 3.7063" .3502 137
RESID -1.5947 1.1218 .0000 .4393 137
ZPRED -2.8837 1.8777 .0000 1.0000 137
ZRESID -3.6169 2.5443 .0000 .9963 137
'otal Cases = 138

urbin-Watson Test = 1.83943
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Appendix L

FILE NAME : H3(d).LST .
ok ok ok MULTTIPLE REGRESSION ok ok %

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter DOC_IT M

Variable(s) Entered on Step Number

1.. DOC_IT M
Multiple R .43275
R Square .18727
Adjusted R Square .18125

Standard Error. .50872 ) ) T -

Analysis of Variance

DF Sum of Squares Mean Square
Regression 1 8.05042 8.05042
Residual 135 34.93768 .25880
F = 31.10701 Signif F = .0000

—————————————————————— Variables in the Equation ~------ccomooooo___

Variable B SE B 95% Confdnce Intrvl B
Beta

DOC_IT_M .345471 .061942 .222970 .467973
.432748

(Constant) 2.593122 .204438 2.188805 2.997438

——————————— Variables in the Equation -----------

Variable @ Tolerance ~ VIF . T 8ig T
DOC_IT M 1.000000 1.000 ~ '5.577 .0000
(Constant) 12.684 .0000

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
* PRED 2.9386 4.5969 3.7073 .2433 137
*RESID -1.3302 1.2217 .0000 .5068 137
*ZPRED -3.1595 3.6563 .0000 1.0000 137
*ZRESID ~2.6148 2.4015 .0000 .9963 137
Total Cases = 138
Durbin-Watson Test = 1.95975
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Appendix M

FILE NAME : YH4 (a) .LST .
ok % K MULTTIPLE REGRESSION L A

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter U _INV M LARGEPRO

Variable(s) Entered on Step Number

1.. LARGEPRO

2.. U_INV M
Multiple R .42737
R Square . .18265
Adjusted R Square - .16195
Standard Error .49363

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 4.30163 2.15081
Residual 79 19.25013 .24367
F = 8.82666 Signif F = .0003

R e T P Variables in the Equation --------ccooua_o__

Variable B SE B 95% Confdnce Intrvl B
Beta

U_INV_M .368095 .089195 .190556 .545634
.428117 : .

LARGEPRO -3.33759E-10 8.9111E-09 -1.80708E-08 1.74033E-08 -
.003886

(Constant) 2.342384 .335703 1.674185 3.010583

- “---- Variables in the Equation ---------: --

Variable Tolerance VIF T Sig T
U_INV M .961372 1.040 4.127 .0001
LARGEPRO .961372 1.040 -.037 .9702

(Constant) 6.978 .0000

End Block Number 1 All requested variables entered.

Min Max Mean Std Dev N

*PRED 3.2254 4.1828 3.7243 .2304 82
*RESTID -1.4136 .8180 .0000 .4875 82
*ZPRED -2.1651 1.9896 .0000 1.0000 82
*ZRESID -2.8637 1.6572 .0000 .9876 82
Total Cases = 138

Durbin-Watson Test = 1.62773
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* ok k% MULTIPLE REGRESSION * k& &
Listwise Deletion of Missing Data

Equation Number 1 Dependent Varl.able.. SUCCES_M

Block Number 1. Method: Enter U _INV M LARGEPRO LPINV

vVariable(s) Entered ou Step Number

.. LPINV

2.. U_INV M

3.. LARGEPRO
Multiple R .45065
R Square .20309
Adjusted R Square .17244
Standard Error .49053

Analysis of Variance

DF Sum of Squares Mean Square
Regregssion , i 3 a 4.78304 1.59435 . -
Residual : ) - 78 ”18776871'_ - 24062 ' :
F = 6.62587 Signif F = .0005

—————————————————————— Variables in the Equation --~----w--ooeo_oo____

--Variable B SE B 95% Confdnce Intrvl B
Beta

U _INV M .309452 .097853 .114642 .504263
.359913

LARGEPRO -1.08617E-07 7.7065E-08 -2.62043E-07 4.48080E-08 -
1.264486

LPINV 2.67414E-08 1.8906E-08 -1.08971E-08 6.43800E-08
1.283745

(Constant) 2.563002 .368259 1.829855 3.296149

R Variables in the Equation Smmmmem--e-

Variable Tolerance VIF T Sig T
SU_INV.M .788792 ©1.268 3.162 .0022 o -
LARGEPRO .012693 78.783 -1.409 .1627 ~ I ’
LPINV .012403 80.624 1.414 .1612

(Constant) 6.960 .0000

End Block Number 1 All requested variables ertered.
Residuals Statistics:

Min Max Mean Std Dev N

*PRED 3.1954 4.4432 3.7243 .2430 82
*RESID ~1.3428 .8220 .0000 .4814 82
*ZPRED ~2.1765 2.9583 .0000 1.0000 82
*ZRESID -2.7374 1.6757 .0000 .9813 82
Total Cases = 138

Durbin-Watson Test = 1.59963
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FILE NAME : YH4 (b).LST

* X k% MULTIPLE REGRESSION *oxoko%
Listwise Deletion of Missing Data '

Equation Number 1 Dependent Variable.. SUCCES M

Block Number 1. Method: Enter U_COM_M LARGEPRO

Variahle(s) Entered on Step Number

1.. LARGEPRO

2.. U_COM M
Multiple R .38799
R Square .15053
Adjusted R Square ’ .12875

Standard Error .50562

Analysis of Variance

DF Sum of'Squares Mean Square
Regression 2 3.53375 1.76688
Residual 78 19.94107 .25565
CF = 6.91118 - ~8ignif F = .0017
e e Variables in the Equation ------eecmeooooo ...
Variable B SE B 95% Confdnce Intrvl B
Beta
U_COM_M .285890 .078713 .129185 .442595
.379385
LARGEPRO 8.50970E-09 8.9657E—O9 -9.33955E-09 2.63590E-08
.099142
(Constant) - 2.611011 .306487 2.000843 3.221179
——————————— Variables in the Equation S
Variable Tolerance VIF T Sig T
U_COM M .998158 1.002 3.632 .0005
LARGEPRO .998158 1.002 . .949 .3455 .
- - ' 8.519 0000 = el

(Constant)

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
* PRED 3.1832 4.1511 3.7209 .2102 81
*RESID -1.2219 .9366 .0000 . .4993 81
*ZPRED -2.5584 2.0467 .0000 1.0000 81
*ZRESID -2.4165 1.8523 .0000 .9874 81
Total Cases = 138
Durbin-Watson Test = 1.79759
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R KK MULTIZPLE REGRESSION I
Listwice Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter U COCM_M LARGEPRO LPUCOM
vVariable(s) Entered on Step Number
.. LPUCOM
2.. U_COM_M
3., LARGEPRO
Multiple R .39610 -
R Square .15689
Adjusted R Square .12404
Standard Error .50699

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 3.68303 1.22768
Residual 77 19.79178 .25704
F = 4.77628 Signif F = .0042

* . * MULTIPLE REGREGSSTON * % % x
Equation Number 1 Dependent Variable.. SUCCES M

—————————————————————— Variables in the Equation --------cccmmooao_ o

Variable B SE B 95% Confdnce Intrvl B
Beta :

U_CcoM M .312851 .086491 .140625 .485077
.415163

LARGEPRO 3.13325E-08 3.1268E-08 -3.09299E-08 9.35949E-08
.365038

LPUCOM -6.69686E-09 8.7875E-09 -2.41951E-08 1.08014E-08 -
.278430

(Constant) 2.514289 .332490 1.852217 3.176361
——————————— Variables in the Equation S

Variable Tolerance VIF T Sig T

U_COM M .831157 1.203 3.617 .0005

LARGEPRO .082510 12.120 1.002 .3195

LPUCOM .082029 ©12.191 ~.762 .4483

(Constant) - - : 7.562  .0000

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES M
Residuals Statistics:

Min Max Mean S8Std Dev N
*PRED 3.1409 4.0784 3.7209 .2146 81
*RESID -1.2327 .9273 .0000 .4974 81
*ZPRED -2.7033 1.6662 .0000 1.0000 81
*ZRESID -2.4314 1.8290 .0000 .9811 81
Total Cases = 138
Durbin-watson Test = 1.71998
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Appendix ¥

FILE NAME : YX5.LST
* ok ok %k MULTIPLE REGRESSION ok ok %
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable. . SUCCHS M
Block Number 1. Method: Enter M _SUP M LARGEPRO
Variable(s) Entered on Step Number
1.. LARGEPRO
2.. M_SUP M
Multiple R .54337
R Square .29525
Adjusted R Square .27741
Standard Error .45837

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 -~ 6.95376 . . 3.47688 .
Residual - 79 © - 16.59799 .21010
F = 16.54861 Signif P = .0000
—————————————————————— Variables in the Equation -----=c-eoacomsoo__.
Variable B SE B 95% Confdnce Intrvl B
Beta
M_.SUP M .388036 .068197 .252293 .523779
.552489
LARGEPRO -4.11689E-09 8.3407E-09 -2.07187E-08 1.24849E-08 -
.047928
(Constant) 2.314586 .250656 1.815668 2.813504
——————————— Variables in the Equation -----------
Variable Tolerance VIF T Sig T
M _SUP M .946170 1.057 5.690 .0000
LARGEPRO .946170 1.057 -.494 .6230
(Constant) 9.234 .0000
Equation Number 1 Dependent Variable.. SUCCES M

End Block Number 1 All requested variables entered.
Residuals Statistics:

Max ‘Mean Std Dev N

Min
*PRED 3.0372 4.2437 3.7243 .2930 82
*RESID -1.1942 1.1628 .0000 .4527 82
*ZPRED -2.3451 1.7725 .0000 1.0000 82
*ZRESID -2.6054 2.5368 .0000 .9876 82
Total Cases = 138
Durbin-Watson Test = 2.17657
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* ok % % M UL TIPLE REGRESSION * ok ok %
Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter M _SUP M LARGEPRO LPMSUP

Variable(s) Entered on Step Number

1.. LPMSUP

2.. M_SUP M

3.. LARGEPRO
Multiple R .54495
R Square .29697
Adjusted R Square .26993

Standard Error 46073

Analysis of Variance

DF Sum 6f Squares Mean Scuare
Regression 3 6.99425 2.33142
Residual 78 16.55751 .21228

“F.o= 10.98296 Signif F = -0000

seeeiee—Lilo__._-._._ Variables in the Equation -----~--wo-__- S

--Variable B SE B 95% Confdnce Intrvl B
Beta

M_SUP_M .378219 .072141 .234597 .521841
.538511

LARGEPRO -3.46266E-08 7.0364E-08 -1.74710E-07 1.05456E~-07 -
.403111

LPMSUP 7.15234E~-09 1.6378E-08 -2.54532E-08 3.97578E-~08
.361073

(Constant) 2.354099 .267704 1.821143 2.887056

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
M_SUP_M .854292 1.171 5.243 .0000
LARGEPRO .013432 74.447 -.492 .6240
LPMSUP .013185 75.844 .437 .6635 .
{Constant) : v 8.794 .0000

End Block Number - 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.0378 4.2483 3.7243 .2939 82
*RESID -1.1920 1.1622 .0000 .4521 82
*ZPRED -2.3363 1.7830 .0000 1.0000 82
*ZRESID -2.5872 2.5225 .0000 .9813 82
Total Cases = 138
Durbin-Watson Test = 2.15361
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Appendix O

YH6 (a) .LST _
MULTIPL: REGRESSTION

stwise Deletion of Missing Data

JE NAME

ek x

* K Kk 0k

1ation Number 1 Dependent Variable.. SUCCES_M

»ck Number 1. Method: Enter IT EXP04 LARGEPRO

riable(s) Entered on Step Number

1.. LARGEPRO

2.. IT EXP04 Computer Department Compency & Experienc
1tiple R .25465

Square .06485

justed R Square .04087 i

andard Erroxr .52536 i

alysis of Variance

DF Sum of Squares Mean Square

gression 2 1.49278 .74639
sidual 78 21.52786 .27600

= 2.70432 Signif F = .0732
———————————————————— Variables in the Equation ------=--=-----=-=----
riable B SE B 95% Confdnce Intrvl B
ta
' EXP04 .156214 .070494 .015871 .296558
48168
\RGEPRO 2.13936E-09 9.5138E-09 -1.68012E-08 2.10800E-08
)25183 ’
‘onstant) 3.187551° .246649 2.696512 3.678591
eeez-w--- Variables in the Equation -----------
i riable Tolerance VIF - Tirsig T
' EXP04 .955942 1.046 2.216 .0296
\RGEPRO .955942 1.046 .225 .8227
“onstant) 12.923 .0000
Tuation Number 1 Dependent Variable.. SUCCES_M

1d Block Number 1 All requested variables entered.

ssiduals Statistics:

Min Max Mean Std Dev N
PRED 3.3439 4.0114 3.7333 .1366 81
RESID -1.3485 1.1818 .0000 .5187 81
ZPRED -2.8506 2.0362 .0000 1.0000 81
ZRESID -2.5669 2.2496 .0000 .9874 81
otal Cases = 138
urbin-Watson Test = 1.97811
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* k¥ MULTIPLE REGRESSION * ok ok ok

istwise Deletion of Missing Data
quation Number 1 Dependent Variable.. SUCCES M

lock Number 1. Methdd: " Enter IT EXP04 LARGEPRO LPITEX

rariable (s) Entered on Step Number

1.. LPITEX

2.. IT EXP04 Computer Department Compency & Experienc

3.. LARGEPRO
fultiple R .28927
. Square - .08368
\djusted R Square .04797
standard Error .52341
\nalysis of Variance

- DF . sum of Squares Mean Square

Xegression’ ’ 3 o 71.92626 T .64209 -
esidual . 77 . - 21.09437 . - .27395 -
= 2.34379 Signif F = .0795

e Variables in the Equation -----------=---=-<--

Jariable B SE B 95% Confdnce Intrvl B
eta

[T_EXPO4 .120357 .075797 -.030574 .271288
.191204

LDARGEPRO -8.10434E-08 6.6804E-08 -2.14066E-07 5.19794E-08 -
.953983

LPITEX 2.09009E-08 1.6616E-08 -1.21849E-08 5.39866E-08
1.002126

{(Constant) 3.317385 .266529 2.786658 3.848112

——————————— Variables in the Equation -----------

Variable - Tolerance _ - -VIF © T 8ig T
IT EXP04 - .820741 1.218 1.588 - .1164
LARGEPRO  .019245 51.962  -1.213 .2288
LPITEX .018751 53.332 1.258 .2122
(Constant) 12.447 .0000

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.3116 4.3884 3.7333 .1552 81
*RESID -1.3355 1.1943 .0000 .5135 81
*ZPRED -2.7172 4.2219 .0000 1.0000 81
*ZRESID -2.5515 2.2817 .0000 .9811 81
Total Cases = 138
Durbin-Watson Test = 1.92763
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FILE NAME : YH6 (b) .LST

* ok x % MULTIPLE REGRESSION * ok ok %
lListwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter 1T STRO2 LARGEPRO

Variable(s) Entered on Step Number

1.. LARGEPRO
2.. IT STR02 Computexr Department Adequate In Strength
Multiple R .38606
R Square .14904
Adjusted R Square .12750
Standard Error .50368

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 3.51023 1.75511
Residual - 79 . 20.04152 .- .- .25369 7
F = 6.91834 Signif F = .0017

—————————————————————— variables in the Equation -----------=---=----

Variable B SE B 95% Confdnce Intrvl B

Beta

IT_STRO2 .226871 .062353 .102761 .350980
.388664 ' '
LARGEPRO  -1.00578E-09 9.1756E-09 -1.92694E-08 1.72579E-08 -
.011709

(Constant) 2.991046 .205592 2.581826 3.400265

——————————— Variables in the Equation ---------=-

Variable Tolerance VIF T 8ig T

IT STRO2 944011 1.059 .  3.639 .0005 -
LARGEPRO .944011 1.059 -.11i0 .9130 - N -
(Constant) 14.548 .0000

Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.2178 4,1253 3.7243 .2082 82
*RESID -1.4306 1.1042 .0000 .4974 82
*ZPRED -2.4333 1.9262 .0000 1.0000 82
*ZRESID -2.8402 2.1923 .0000 .9876 82
Total Cases = 138 .
Durbin-Watson Test = 2.34551
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* ok Kk %

* x k% MULTTIPLE REGRESSION

,istwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES M

Block Number 1. Method: Enter IT STRO2 LARGEPRO LPITSTR
variable(s) Entered on Step Number :

1.. LPITSTR

2.. IT STR02 Computer Department Adequate In Strength

3.. LARGEPRO -
Multiple R .39116
R Square .15301
Adjusted R Square .12043
standard Error .50571
Analysis of Variance

DF Sum of Squares Mean Square

Regression 3 3.60360 1.20120
Residual 78 19.94816 .25575
F = 4.69685 "Signif F = .0046
Equation Number 1 Dependent Variable.. SUCCES M

Variables in the Equation

Variable B SE B 95% Confdnce Intrvl B
Beta

IT_STROZ .237639 .d65092 .108050 .367227
.407112

LARGEPRO 3.77947E-08 6.4873E-08 -9.13580E-08 1.66947E-07
.439993

LPITSTR ~-9.88533E-09 1.6360E-08 -4.24565E-08 2.26859E~-08 = -
.460741

(Constant) 2.951651 .216475 2.520684 3.382619
——————————— Variables in the Equation -----------

Variable Tolerance  VIF. T Sig T

IT_STRO2 .873247 1.145 3.651 .0005

LARGEPRO .019038 52.526 .583 .5618

LPITSTR .018675 53.548 -.604 .5475

(Constant) 13.635 .0000

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES_M
Residuals Statistics: '

Min Max Mean Std Dev N
*PRED 3.1907 4.1389 3.7243 .2109 82
*RESID -1.4333 1.1025 .0000 .4963 82
*ZPRED -2.5300 1.9654 .0000 1.0000 82
*ZRESID ~2.8342 2.1801 .0000 .9813 82
Total Cases = 138
Durbin-Watson Test = 2.35617
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YH6 (c) .LST
* ok ok % MULTIPLE
Iistwise Deletion of Missing Data

FILE NAME

REGRESSION * ok ok ok

Dependent Variable.. SUCCES_M
Method: Enter UD_GAP_M LARGEPRO

Equation Number 1
Block Number 1.

Variable{s) Entered on Step Number

1.. LARGEPRO
2.. UD_GAP M

Multiple R .50443
R Square .25445
Adjusted R Square .23533
Standard Error..- .47369
Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 5.97319 2.98660
Residual 78 17.50163 .22438
F = 13.31045 ' Signif F = .0000
—————————————————————— Variables in the Equation ------------==-===--
Variable B SE B 95% Confdnce Intrvl B
Beta
UD_GAP_M .436336 .085733 .265654 .607018
.501784
LARGEPRO 1.54801E-09 8.4626E-09 -1.52996E-08 1.83957E-08
.018035
(Constant) 2.053482 .328897 1.398698 2.708267
——————————— variables in the Equation -----------
Variable Tolerance VIF T Sig T
UD_GAP M .983310 - 1.017 5.089 .0000
LARGEPRO .983310 1.017 .183 ° .8553 o o
(Constant) 6.244 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.1444 4,2393 3.7209 .2732 81
*RESID -1.4660 1.0313 .0000 .4677 81
*ZPRED -2.1099 1.8973 .0000 1.0000 81
*ZRESID -3.0950 2.1771 .0000 .9874 81
Total Cases = 138
Durbin-Watson Test = 1.86668
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* ok kX MULTIUPYULE REGRESSION ok k%
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter UD_GAP_M LARGEPRO LPUDGAP
variable(s) Entered on Step Number
1.. LPUDGAP .
2. UD_GAP_M
3 LARGEPRO
Multiple R .51040
R Square .26051
Adjusted R Square .23170
Standard Errox .47481 .

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 '6.11541 2.03847
Residual 77 17.35941 .22545
F = 9.04190 Signif F = .0000
Eduation Number 1 Depéndént Variable.. SUCCES_M-

—————————————————————— Variables in the Equation ------------~-=~----

Variable B SE B © 95% Confdnce Intrvl B
Beta

UD_GAP_M .408292 .092908 .223287 .593296
.469533

LARGEPRO -5.97516E-08 7.7645E-08 -2.14363E-07 9.48595E-08 -
.696136

LPUDGAP 1.51850E-08 1.9119E-08 -2.28857E-08 5.32558E-08
.723249

(Constant) 2.161929 .356835 1.451379 2.872479

——————————— Variables in the Equation -----------

Variable Tolerance VIF T 8ig T

UD GAP M . .841281 . 1.189  4.395  .0000 o - -
LARGEPRO .011736 85.207 -.770 .4439 -
LPUDGAP .011582 86.344 .794 .4295

(Constant) 6.059 .0000

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES_M
Residuals Statistics: .

Min Max Mean = Std Dev N
*PRED 3.1816 4.2471 3.7209 .2765 81
*RESID -1.4353 1.0131 .0000 .4658 81
* ZPRED -1.9508 1.9030 .0000 1.0000 81
*ZRESID -3.0229 2.1337 .0000 .9811 81
Total Cases = 138 .
Durbin-Watson Test = 1.84221

184




FILE NAME : YH6(4d) .LST
* ok kK MULTIPLE REGRESSION * o x %
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M
B8lock Number 1. Method: Enter DOC_IT M LARGEPRO
variable (s) Entered on Step Number

1.. LARGEPRO

2.. DOC_IT M
Multiple R ' .37118
R Square .13777
Adjusted R Square .11567

standard Error .51002

Analysis of Variance

DF sum of Squares Mean Square
Regression 2 3.24201 1.62101
Residual 78 20.28923 .26012
F = 6.23180 Signif F = ~.0031 -

it Variables in the Equation ------- [

variable B SE B 95% Confdnce Intrvl B
Beta

DOC_IT_M .320941 .093196 .135401 .506481
.363123

LARGEPRO 4.64764E-09 9.0634E-09 ~1.33961E-08 2.26914E-08
,054072

(Constant) 2.664475 .308008 2.051279 3.277671

——————————— vVariables in the Equation -----------

Variable Tolerance VIF T Sig T
DOC_IT M .994192 1.006 ° 3.444 .0009
LARGEPRO =~ .994192 1.006 .513 .6095
(Constant) el N ~8.651 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.
Residuals Statistics:.

Min Max Mean Std Dev N
*PRED 3.3066 4.3330 3.7226 .2013 81
*RESID -1.1818 1.0976 .0000 .5036 81
*ZPRED -2.0664 3.0321 .0000 1.0000 81
*ZRESID -2.3172 2.1520 .0000 .9874 81
Total Cases = . 138
Durbin-Watson Test = 2.07160
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*oF K MULTIPILE REGRESSION * ok ok
Listwise Deletion of Missing Data
* ok k& MULTTIUPLE REGRESSION * ok x4

kS

Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter DOC_IT M LARGEPRO LPITDOC
vVariable(s) Entered on Step Number
1. LPITDOC
2. DOC_IT M
3. LARGEPRO
Multiple R .37608
R- Square 14144
Adjusted R Square .10799
Standard Error _.. .51223

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 3.32822 1.10941
Residual 77 20.20302 .26238
F = 4.22830 Signif F = .0080
Equation Number 1 Dependent Variable.. SUCCES_M

—————————————————————— vVariables in the Equation -------------------~

Variable B SE B 95% Confdnce Intrvl B
Beta

DOC_IT M .347254 .104250 .139665 .554843
.392894

LARGEPRO 2.89184F-08 4.3308E-08 -5.73188E-08 1.15156E-07
.336445

LPITDOC -7.52937E-09 1.3135E-08 -3.36846E-08 1.86258E-08 -
.292517

(Constant) 2.581639 .341430 1.901765 3.261514

——————————— vVariables in the Equation -----------

Variable Tolerance VIF . T S8Sig T
DOC_IT M . .801438 1.248 3.331- .0013
LARGEPRO .043920 22,768 .668 - .B5063
LPITDOC .042819 23.354 -.573 .5682
(Constant) 7.561 .0000

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean -Std Dev N
*PRED 3.2768 4,3135 3.7226 .2040 81
*RESID -1.1851 1.0920 .0000 .5025 81
*ZPRED -2.1853 2.8974 .0000 1.0000 81
*ZRESID -2.3136 2.1319 .0000 .9811 81
Total Cases = 138
Durbin-Watson Test = 2.05021
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FILE NAME : YH6(e) .LST
* ok k% MULTIPLE REGRESSTION koK kX
Listwise Deletion of Missing Data

LARGEPRO .132 .167 1.000
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter U _ED_M LARGEPRO
variable(s) Entered on Step Number
1.. LARGEPRO
2.. U _ED_M
Multiple R .29478
R Square .08689
Adjusted R Square .06318
Standard Error .52644

Analysis of Variance

. DF Sum of Squares Mean Square
Regression . 2 2.03075 1.01537
Residual = 77 21.33979 T T L27714
F o= 3.66376 Signif F = .0302

—————————————————————— Variables in the Equation --------------------

Variable B SE B 95% Confdnce Intxrvl B
Beta

U_ED M .235350 .097297 .041607 .429093
.267170

LARGEPRO 8.59440E~-09 1.0830E-08 -1.29715E-08 3.01603E-08
.087649

(Constant) 2.838680 .359566 2.122691 3.554668

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
U ED M 972041 1.029  2.419 .0179
‘LARGEPRO - .972041 1.029 .794 .4299
(Constant) 7.895 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested'variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.3103 4.0537 3.7249° .1603 80
*RESID -1.1452 1.1967 .0000 .5197 80
*ZPRED -2.5860 2.0506 .0000 1.0000 80
*ZRESID -2.1753 2.2732 .0000 .9873 80
Total Cases = 138
Durbin-Watson Test = 2.08443
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* ko MULTIPLE REGRESSION * ok k¥

stwise Deletion of Missing Data

uwation Number 1 Dependent Variable.. SUCCES M
ock Number 1. Method: Enter U _ED M LARGEPRO LPUED
riable(s) Entered on Step Number-

1.. LPUED

2.. U ED M

3.. LARGEPRO
1ltiple R .29700

Square .08821
ijusted R Square .05222
~andard Error .52951
halysis of Variance
DF sum of Squares Mean Square

egression 3 2.06152 .68717
>sidual 76 21.30902 .28038

= 2.45085 signif F = .0699 - - -
quation Number 1 Dependent Variable.. SUCCES M

————————————————————— Variables in the Equation ----------=-------7°"7

ariable B SE B 95% Confdnce Intrvl B

eta

f~ED_M .220091 .108161 .004670 .435512
249848

ARGEPRO -5.09770E-08 1.8014E-07 -4.,09756E-07 3.07802E-07 -
519885

'PUED 1.52830E-08 4.6130E-08 -7.65930E-08 1.07159E-07
611747

Constant) 2.893979 .398323 2.100650 3.687308

——————————— variables in the Equation -----------

Jariable Tolerance VIF T Sig T
J ED_M .795783 T 1.257 2.035 _.0454
LARGEPRO .003555 281.321 -.283 .7780
LPUED .003519 284.193 .331  .7413
(Constant) 7.265 .0000

'nd Block Number 1 All requested variables entered.
scquation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.3138 4.,1837 3.7249 .1615 80
*RESID -1.1540 1.1982 .0000 .5194 80
*ZPRED -2.5454 2.8399 .0000 1.0000 80
*ZRESID -2.1794 2.2629 .0000 .9808 80
Total Cases = 138
Durbin-Watson Test = 2.08932
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sppendix

ILE NAME : YH7(a).LST
* ok K MULTIPLE REGRESSION ok ok ok

quation Number 1 Dependent Variable.. SUCCES_M
lock Number 1. Method: Enter U INV_M MORESTRU
ariable (s) Entered on Step Number
1.. MORESTRU
2.. U_INV_M
fultiple R o .Be152
. Square .31531
\djusted R Square .30009
standard Error .39154

\nalysis of Variance

, DF sum of Squares Mean Square
egression 2 6.35380 7 3.17690
esidual 90 13.79722 .15330
o= 20.72307 Signif F = .0000

—————————————————————— Variables in the Equation -------=------------

--Variable B SE B 95% Confdnce Intrvl
3eta

J_INV_M .191400 .070390 .051558 .331242
.246456 '

MORESTRU .472466 .096894 .279969 .664964
.441959

(Constant) 1.375735 .397003 .587019 2.164452

meeee—==--- Variables in the Equation -----~-----

Variable Tolerance VIF T 8ig T

U INV_ M . ..926051 . 1.080 2.719 .0079

MORESTRU : :926051° 1.080 - 4.876 .0000 - V.
(Constant) o ' 3.465 .0008 »
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min ~ Max Mean Std Dev N
*PRED 3.3875 4.6951 3.9172  .2628 93
*RESID -1.2171 .7473 .0000 .3873 93
* ZPRED -2.0156 2.9600 .0000 1.0000 93
*ZRESID -3.1086 1.9087 .0000 .9891 93
Total Cases = 138 -
Durbin-Watson Test = 1.59627
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* ko MULTTIZPLE REGRESSION * ok kK

stwise Deletion oif Missing Data
mation Number 1 Dependent Variable.. SUCCHS M
ock Number 1. Method: Enter U_INV_M MCRESTRU MSUINV

riable(s) Entered on Step Number

1.. MSUINV

2.. MORESTRU

3.. U_INV M
1ltiple R .56256
Square .31647
justed R Square .29343
~andard Exror .39340

halysis of Variance

DF Sum of Squares Mean Square
egression 3 6.37717 2.12572
esidual 89 13.77385 .15476
= 13.73539 "~ signif F = .0000

* ok k% MULTTIPLE REGRESSION * * ok ok

quation Number 1 Dependent Variable.. SUCCES_M

e mmmmm e mm e m - variables in the Equation -------=--=--=-------~-

ariable B SE B 95% Confdnce Intrvl B
eta

’_INV_M .433896 .628012 -.813951 1.681742
558705

ORESTRU .739953 .695177 -.641350 2.121256
692174

[SUINV -.064299 .165462 -.393068 .264470 -
451397 :

Constant) .371274 2.615390 -4.825451 5.567999

it vVariables in the Equation -----------

rariable Tolerance VIF T Sig T - B
] INV_M .011745 85.146 .691  .4914
IORESTRU .018162 55.061 1.064 .2900
ISUINV ) .005692 175.685 -.389 .6985
(Constant) .142 .8874

:nd Block Number 1 All requested variables entered.

squation Number 1 Dependent Variable.. SUCCES M
esiduals Statistics:

Min Max Mean Std Dev N
x PRED 3.3369 4.,6330 3.9172 .2633 93
*RESID -1.2361 .7420 .0000 .3869 93
*ZPRED -2.2042 2.7190 .0000 1.0000 93
*ZRESID ~3.1422 1.8862 .0000 .9836 93
rotal Cases = 138
Durbin-wWatson Test = 1.58551
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LE NAME :YH7({b).LST

* Kk k *

MULTIPLE

stwise Deletion of Missing Data

uation Number 1

ock Number 1. Method:

Dependent Variable..

‘Enter

riable(s) Entered on Step Number

R EG

RESSION

SUCCES M

U COM M MORESTRU

e e e e e e - —

1.. MORESTRU

2.. U_COM_M
1ltiple R .57860

Square .33477
ijusted R Square .31948
-andard Errox .38593
nalysis of Variance

DF Sum of Squares Mean Square

egression 2 6.52102 3.26051
esidual - 87 12.95786 .14894

= 21.89131 Signif F = .0000
—————————————————————— vVariables in the Equation
ariable B SE B 95% Confdnce Intrvl B
eta
] COM_M .178632 .052306 .074668 .282585
299587
IORESTRU .503852 .093713 .317587 .690117
471647
(Constant) 1.304196 .397395 .514331 2.094061
——————————— variables in the Equation -----------
Jariable Tolerance VIF T Sig T
J _COM_M .993621 1.006 3.415 .0010
MORESTRU - .993621 1.006 5.377 .0000
(Constant) - 3.282 .0015

Dependent Variable.. SUCCES_M

Equation Number 1

End Block Number 1

Residuals

*PRED
*RESID
*ZPRED
*ZRESID

Total Cases =

All requested variables entered.

Statistics:
Min Max Mean
3.0664 4.,7166 3.,9115
-1.1183 .7284 .0000
-3.1221 2.9745 .0000
-2.8976 1.8875 ,0000

138
1.85994

Durbin-Watson Test =

191

Std Dev
.2707
.3816

1.0000
.9887

90
90
90
90

* Kk k*k k




*okok K MULTTIPLE REGRESSION * ke ok
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter U _CcoM_M MORESTRU MSUCOM
Variable{s) ¥ntered on'Step Numbex
1 MSUCOM
2. MORESTRU
3 U_CcoM_M
Multiple R .58305
R Square .33994
Adjusted R Square 31692
Standard Error .38665

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 6.62173 2.20724
_Residual ' 86 12.85715 _ .14950
F - = 14.76399 ‘Signif F = .0000
Equation Number 1 Dependent Variable.. SUCCES_M

———————————— mee—e—e——-- Variables in the Eguation -----------~--------

Variable B SE B 95% Confdnce Intrvl B
Beta

U_CcoM_M .474527 .364313 -.249704 1.198758
.795839

MORESTRU .815007 .390571 .038578 1.591437
.762914

MSUCOM -.077898 .094912 -.266577 .110782 -
.599468

(Constant) .124453 1.491542 1 -2.840634 3.089541

——————————— Variables in the Equation -----------

Variable - . Tolerance . .- VIF T SigT
U_COM M .020559 48.640 - 1.303 .1962 -
MORESTRU .057419 17.416 2.087 .0399
MSUCOM .014387 69.509 -.821 .4141
(Constant) .083 .9337

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N

*PRED 2.9156 4.6247 3.9115 .2728 90
*RESID -1.1162 L7172 .0000 .3801 SO
*ZPRED -3.650°9 2.6148 .0000 1.0000 90
*ZRESID -2.8869 1.8548 .0000 .9830 90
Total Cases = 138

Durbin-Watson Test = 1.82037
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Appaendix

FILE NAME : YH8.LST

* ok ok % MULTIZPLE REGR¥SSION R
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable. . SUCCES_M
Block Number 1. Method: Enter M_SUP_M MORESTRU

Variable(s) Entered on Step Number

1.. MORESTRU

2.. M _SUP M
Multipl. R .64374
R Square o .41440
Adjusted R Square .40139
Standard Error .36210

Analysis of Variance

] DF. .- Sum of Squares - Mean Square
Regression : 2 -+ 8.35066 4.17533
Residual 90 11.80036 .13112
F o= 31.84478 Signif F = .0000

———————— ~---------~---- Variables in the Equation ---------—o-.____._

--Variable B SE B 95% Confdnce Intrvl B
Beta

M_SUP M .253964 .051976 .150704 .357223
.413613

MORESTRU .410029 .090493 .230249 .589808
.383553

(Constant) 1.391574 ) .342223 .711688 2.071459

———————————— Variables in the Equation -----------

Variable Tolerance VIF T 8ig T
M _SUP M .908042 1.101 4.886 .0000
MORESTRU .908042 1.101 4.531 .0000
(Constant) 4.066 .0001
Equation Number 1~~~ Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.1564 4.6798 3.9172 .3013 93
*RESID -1.1368 .8093 .0000 .3581 93
*ZPRED -2.5251 2.5313 .0000 1.0000 93
*ZRESID -3.139%94 2.2350 .0000 .9891 93
Total Cases = 138
Durbin-Watson Test = 1.87504




*Ok ko MULTIPLE REGRESGSION LR
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES M

Block Number 1. Method: Enter M _SUP M MORESTRU MSMSUP

Variable(s) Entered on Step Number

.. MSMSUP

2 MORESTRU

3.. M _SUP_M
Multiple R .65760
R Square .43244
Adjusted R Square .41331

Standard Error .35847

Analysis of Variance

D¥ Sum of Squares Mean Square
Regression 3 8.71419 T 2.90473
Residual 89 11.43683 .12850
F = 22.60426 Signif F = .0000
Equation Number 1 Dependent Variable.. SUCCES_M
—————————————————————— Variables in the Equation -------~--ccccomooo.
Variable B SE B 95% Confdnce Intrvl B
Beta '
M_SUP M .907036 .391678 .128780 1.685293
1.477228
MORESTRU 1.111742 .426713 .263872 1.959611
1.039955
MSMSUP -.173241 .103000 -.377900 .031418 -
1.415489

(Constant) 1.237026 1.599133 -4.414468 1.940417

——————————— Variables in the Equation -----------

Variable Tolerance VIF T S8ig T
M_SUP M .015672 63.810 2.316 .0229
MORESTRU .040024 - 24,985 2.605 .0108
MSMSUP .009004 111.063 -1.682 .0961
(Constant) ~.774 .4412

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES M
Residuals Statistics:

Min Max Mean Std Dev N

*PRED 2.9368 4.5207 3.9172  .3078 93
*RESID -1.1628 .8135 .0000 .3526 93
*ZPRED -3.1854 1.9611 .0000 1.0000 93
*ZRESID -3.2437 2.2694 .0000 .9836 93
Total Cases = 138

Durbin-Watson Test = 1.83614
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Appendixn i

FILE NAME : YH9(a).LST

X ok kK MULTIUPLE REGRESSION ok ok ok
Listwise Deletion of Missing Data

Egquation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter IT_EXP04 MORESTRU

Variable(s) Entered on Step Number

1.. MORESTRU
2.. IT_EXP04 Computer Department Compency & Experienc
Multiple R .51309
R Square .26326
Adjusted R Square .24671
Standard Erroxr .39971

Analysis of Variance ) e : : -
. DF Sum of Squares Mean Square

Regression 2 5.08116 2.54058
Residual 89 14.21949 .15977
Fo= 15.90154 Signif F = .0000
—————————————————————— Variables in the Equation ------=--—coooo .
VJariable B SE B 95% Confdnce Intrvl B
Beta

[T EXPO0O4 .052200 .049142 -.045444 .149845
. 097257

MORESTRU .517711 .096148 .326667 .708755
. 493008

(Constant) 1.781757 .387467 1.011867 2.551646
——————————— Variables in the Equation -----=~~---

Jariable Tolerance VIF T Sig T

[T _EXP04 .987438 1,013 ’ 1.062 .2910

IORESTRU .987438. 1.013 5.385 ~..0000

(Constant) o 4.598 .0000

lquation Number 1 Dependent Variable.. SUCCES_ M

‘nd Block Number 1 All requested variables entered.
esiduals Statistics:

Min Max Mean Std Dev N

"PRED 3.5132 4.6313 3.9272 .2363 92
'RESID ~-1.2249 .7981 .0000 .3953 92
"ZPRED -1.7516 2.9800 .0000 1.0000 92
ZRESID -3.0646 1.9967 .0000 .9889 92
'otal Cases = 138

urbin-Watson Test = 1.64156
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* % ** MULTIPLE REG ESSTON % * % %

T

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter IT_EXP04 MORESTRU MSITX
Variable(s) Entered on Step Number
1.. MSITX
2. MORESTRU
3., IT _EXP04 Computer Department Compency & Experie;c
Multiple R .53310
R Square .28420
Adjusted R Square .25980
Standard Error .39622

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 5.48520 1.82840
Residual 88 13.81545 .15699
P o= . 11.64633 Signif F = .0000
Equation Number 1 Dependent Variable. . SUCCES_M

——————————————————————— Variables in the Equation ------------conoo__

Variable B SE B 95% Confdnce Intrvl B
Beta

IT EXPO4 .592572 .340343 -.083788 1.268932
1.104060

MORESTRU 1.019399 .326927 .369702 1.669097
.970757

MSITX -.138632 .086416 -.310365 .033101 -
1.170747

(Constant) -.166222 1.273563 -2.697161 2.364716

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
IT EXP04 - .020229 49.434  ° 1.741 .0852
MORESTRU .083922 . 11.916 3.118 -. 0025
‘MSITX .015273 65.475 -1.604 .1122
(Constant) -.131 .8965

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES M

Residuals Statistics:

Min Max Mean . Std Dev N
*PRED 3.3513 4.7296 3.9272 .2455 92
*RESID ~1.2648 .7940 .0000 .3896 92
*ZPRED -2.3453 3.2684 .0000 1.0000 92
*ZRESID -3.1922 2.0040 .0000 .9834 92
Total Cases = 138
Durbin-Watson Test = 1.65534
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FILE NAME
¥ % ok %

YHS (b) .LST
MULTIUPLE R GRESSION
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable..

» *x k k&

i)

SUCCES_M

Block Number 1. Method: Enter IT_STR02 MORESTRU
variable(s) Entered on Step Number

.. MORESTRU

2.. IT STR02 Computer Department Adequate In Strength

Multiple R .52252
R Square .27303
Adjusted R Square .25688
Standard Erroxr” .40345
Analysis of Variance
DF Sum of Squares Mean Square

Regression 2 5.50187 2.75094
Residual 90 -.14.64915 .16277 -
F = 16.90094 Signif F = .0000 B
—————————————————————— Variables in the Equation ---------~--c~wu-n---
--Variable B SE B 95% Confdnce Intrvl B
Beta
IT STRO2 .067621 .051415 -.034523 .169766
.120571
MORESTRU .518697 .098003 .323998 713396
.485204
(Constant) 1.723733 .379925 .968946 2.478520
——————————— Variables in the Equation -----------
Variable Tolerance VIF T 8ig T
IT_STRO2 .961117 1.040 1.315 1918
MORESTRU .961117 1.040 5.293 0000
(Constant) 4.537 0000
Equation Number 1 Dependent Variable. . SUCCES_M
End Block Number 1 All requested variables entered.
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.4215 4.6553 3.9172 .2445 93
*RESID -1.2318 .8060 .0000 .3990 93
*ZPRED -2.0268 3.0184 .0000 1.0000 93
*ZRESID -3.0533 1.9979 .0000 | .9891 93
Total Cases = 138
Durbin-Watson Test = 1.67473
* ok ok % MULTTIUPLE REGRESSTION * ok ok %
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

~
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Block Number 1. Methd: Enter

Variable(s) Entered on Ctep Number

IT STR02 MORESTRU MSITSTR

1.. MSITSTR
2.. MORESTRU
3.. IT STR02 Computer Department Adeguate In Strength

Block Number 1. Method: Enter

198

Multiple R .54929
R Square .30172
Adjusted R Square .27818
Standard Error .39762
Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 6.07991 2.02664
Residual 89 -14.07111 .15810
¥ = 12.81850 Signif F = .0000
*~x + *x "MULTTIPTLE REGRESSTION * % ok ok
Equation Number 1 Dependent Variable.. = SUCCES.M
——————————————————————— Variables in the Equation ---------=--=--=~-—-~
--Variable B SE B 95% Confdnce Intrvl B
Beta
IT STRO2 .698256 .333685 .035230 1.361282
1.245015
MORESTRU 1.107332 .322647 .466240 1.748425
1.035831
MSITSTR -.168163 .087947 -.342912 .006587 -
1.356624
(Constant) ~.472457 1.208078 -2.872883 1.927969
——————————— Variables in the Equation -----------
Variable Tolerance VIF T S8Sig T
IT_STRO2 .022164 45.118 2.093 0392
MORESTRU .086132 11.610 3.432 0009
MSITSTR .015586 64.160 -1.912 0591
(Constant) -.391 .6967
End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M
Residuals Statistics:
Min Max Mean Std Dev N
*PRED 3.1775 4.7791 3.9172 .2571 93
*RESID -1.2821 .7858 .0000 .3911 93
*ZPRED -2.8774 3.3528 .0000 1.0000 93
*ZRESID -3.2245 1.9762 -. 0000 .9836 93
Total Cases = 138
Durbin-Watson Test = 1.62804
FILE NAME YH9 (c) .LST
* ok ok ok MULTIUPLE REGRESSION ok ko
Listwise Deletion of Missing Data )
Equation Number 1 Dependent Variable.. SUCCES_M

UD_GAP_M MORESTRU




Variable(s) Entered on Step Number

1.. MORESTRU

2.. UD_GAP M
Multiple R .61335
R Square .37620
Adjusted R Square .36218
Standard Error .37575

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 7.57813 3.78906
Resgidual 89 12.56596 .14119
F = 26.83651 Signif F = .0000

I e Variables in the Equation ------cocc—eo—o .. .

Variable " B SE B 95% Confdnce Intrvl B

Beta

UD_GAP_M .315884 .077552 .161789 .469979 -
.393929 . B E :
MORESTRU " .334255 .103414 .128773 - .539737

.312596

(Constant) 1.375541 .360811 .658618 2.092465

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
UD_GAP M .749354 1.334 4.073 .0001
MORESTRU .749354 1.334 3.232 .0017
(Constant) 3.812 .0003
Equation Number 1 Dependent Variable.. SUCCES M

End Block Number 1 All requested variables entered.
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.3737 4.6262 3.9163 .2886 92‘
*RESID -1.3556 .7578 .0000 .3716 92
*ZPRED -1.8802 2.4602 .0000 1.0000 92
_*ZRESID  -3.6078 .2.0167  .0000 .9889 92
Total Cases = 138
Durbin-Watson Test = 1.79274
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* ok ok % MULTIPLE REGRESSION ook k%
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable. . SUCCES_M

Block Number 1. Method: Enter _GAP_M MORESTRU MSUDGAP

Variable(s) Entered on Step Number

1.. MSUDGAP

2.. MORESTRU

3.. UD_GAP M
Multiple R .61787
R Square .38176
Adjusted R Square .36069
Standard Error 37619

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 © 7.69024 2.56341
Residual 88 12.45384 .14152
F = 18.11332 ... Signif F =-.0000
Equation Number 1 Dépendént Variable. . SUCCEs;MY

—————————————————————— Variables in the Equation ------cceeooc oo ___

Variable B SE B 95% Confdnce Intrvl B
Beta

UD_GAP_M .851722 .607004 -.354571 2.058014
1.062155 .

MORESTRU .933284 .680931 ~.419923 2,286490
.872807

MSUDGAP -.138753 .155890 ~.448551 .171046 -
1.068063

(Constant) ~-.917180 2.601097 -6.086315 4.251954

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T

UD_GAP_M .012261 81.562 1.403 .1641

MORESTRU .017324 57.722 1.371  .1740

MSUDGAP .004879 204.962 :-.890 .3759 )
(Constant) . i} - .. . -.353 7252 a -

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable. . SUCCES M
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.2629 4.5390 3.9163 .2907 92
*RESID -1.4105 .7575 .0000 .3699 92
*ZPRED -2.2475 2.1422 .0000 1.0000 92
*ZRESID -3.7495 2.0136 .0000 .9834 92
Total Cases = 138
Durbin-Watson Test = 1.73757
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FILE NAME : YH9(d).LST
* ok Kk MULTTIPLE REGRESSION * ok o%x %

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES M

Block Number 1. Method: Enter DOC_IT M MORESTRU

Variable(s) Entered on Step Number

1.. MORESTRU

2.. DOC_IT M
Multiple R .53809
R Square .28954
Adjusted R Square .27358

Standard Error .40105

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 5.83387 2.91693
Residual 89 14.31457 .16084
F = 18.13587 Signif F .= 0000

—————————————————————— Variables in the Equation ---------comooonao .

Variable B SE B 95% Confdnce Intrvl B
Beta

DOC_IT M .149539 .076418 -.002302 .301380
.200469

MORESTRU .439329 .109554 .221647 .657011
.410816

{(Constant) 1.747422 .368583 1.015055 2.479789

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
DOC_IT M .760627 1.315 1.957 .0535
MORESTRU .760627 1.315 4.010 .0001
(Constant) 4.741 .0000
Equation Number 1 Dependent Variable.. SUCCES M

End Block Number - 1. All requested variables entered.
Residuals Statistics: : ’ :

Min Max Mean Std Dev N
*PRED 3.4272 4.6918 3.9177 .2532 92
*RESID -1.1729 - .7884 .0000 .3966 92
*ZPRED ~-1.9372 3.0570 .0000 1.0000 92
*ZRESID -2.9246 1.9658 .0000 .9889 92
Total Cases = 138

Durbin-wWatson Test = 1.71816
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* ok ko MULTIUPLE REGRESSION LA
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter DOC_IT M MORESTRU MSITDOC

Variable(s) Entered on Step Number

1.. MSITDOC

2.. MORESTRU

3.. DOC _IT M
Multiple R .55983
R Square .31341
Adjusted R Square .29000
Standard Error .39649

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 6.31466 2.10489
Residual 88 13.83378 .15720
F = ©13.38969 . wSignif'Ff= .0000
Equation Number 1 Dependent Variable. . SUCCES_M

—————————————————————— Variables in the Equation -------------------~

Variable B SE B 95% Confdnce Intrvl B
Beta ' '

DOC IT M .907294 .439828 .033228 1.781360
1.216299

MORESTRU 1.124636 .406557 .316689 1.932583
1.051646

MSITDOC -.189554 .108389 -.404954 .025846 -
1.450318

(Constant) -.957471 1.589028 -4.115331 2.200388

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
DOC_IT M .022442 44.559 2.063 .0421
MORESTRU .053983 18.524 2.766 .0069
" MSITDOC . .011345 88.148 -1.749 - .0838
(Constant) B - -.603 ..5484

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES M
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.2002 4.5112 3.9177 .2634 92
*RESID -1.1245 .8031 .0000 - .3899 92
*ZPRED ~-2.7239 2.2528 .0000 1.0000 92
*ZRESID -2.8362 2.0256 .0000 .9834 92
Total Cases = 138 )
Durbin-Watson Test = 1.64338
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LE NAME : YH3(e) .LST

ko ko MULTIPLE REGRESS I ON I
stwise Deletion of Missing Data

uation Numb=r 1 Dependent Variable.. SUCCES_M

ock Number 1. Method: Enter U ED M MORESTRU
riable(s) Entered on Step Number

1.. MORESTRU :

2.. U ED M

1ltiple R .54072

Square .29238

Ijusted R Sguare .27630
-andard Exrror .39977
\alysis of Variance

DF sum of Squares Mean Square

sgression 2 : 5.81095 2.90547
sidual 88 14.06366 .15981
= - 18.18032 Signif F = .0000
———————— mmmmmmmmmmo e vVariables in the Equation memmmmmm e m e
-Variable B SE B 95% Confdnce Intrvl B
eta
_ED_M .200143 .092985 .015355 .384931
222974
ORESTRU .419462 .110438 .19999%0 .638934
393460

Constant) 1.556979 .394580 .772834 2.341124
——————————— variables in the Equation ~----=------
Jariable Tolerance VIF T Sig T
J ED M .749315 1.335 2.152 .0341
1ORLSTRU .749315 1.335 3.798 .0003
(Constant) 3.946 .0002
Tquation Number 1 Dependent Variable.. SUCCES M

End Block Number 1 All requested,variables entered.

nesiduals Statistics:

Min Max Mean Std Dev N
* PRED 3.4757 4.6550 3.9220 .2541 91
*RESID -1.0690 .8497 .0000 .3953 91
*ZPRED .-1.7562 2.8849 .0000 1.0000 91
*ZRESID -2.6740 2.1254 .0000 .9888 91
Total Cases = 138
Durbin-Watson Test = 1.77633
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ko ko Kk X MULTIPLE REGRESSION * ok &
Listwise Deletion of Missing Data

tquation Number 1 Dependent Variable.. SUCCES_M

3lock Number 1. Method: Enter U _ED M MORESTRU MSUEDU

Jariable (s) Entered on Step Number

1.. MSUEDU

2.. MORESTRU

3.. U_ED_M
Multiple R .54519
R Square .29723
Adjusted R Square .27300
Standard Error = .40068

Analysis of Variance

DF sum of Squares Mean Square
Regression 3 5.90735 1.96913
Residual : . 87, 13.96722 .16054
F = 12.26547 " "signif F =" .0000
Equation Number 1 Dependent Variable.. SUCCES_M
——————————————————————— variables in the Equation ---------=------"°"°7<
--Variable B SE B 95% Confdnce Intrvl B
Beta
U_ED M .662799 .604149 -.538012 1.863611
.738407
MORESTRU .919426 .654481 -.381425 2.220277
.862433
MSUEDU -.119135 .153707 -.424644 .186375 -
.855870
(Constant) -.367441 2.514181 -5.364649 4.629766

——————————— Variables in the Equation -----------

Variable Tolerance VIF T S8ig T
U ED M .017831 56.082 1.097 .2756
MORESTRU ) .021433 46.657 ©1.405 .1636
MSUEDU .006625 150.951 S -.775 .4404
(Constant) ' -.146 -.8841

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N
* PRED 3.3873 4.5653 3.9220 2562 91
*RESID -1.0566 .8726 .0000 .3939 91
*ZPRED -2.0868 2.5112 .0000 1.0000 91
*ZRESID -2.6369 2.1779 .0000 .9832 91
Total Cases = 138
Durbin-watson Test = 1.74279
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Appendix

*ILE NAME : YH10(a) .LST

ko k% MULTIPLE REGRES S TON * ok kK
istwise Deletion of Missing Data

tquation Number 1 Dependent Variable.. SUCCES_M
3lock Number 1. Method: Enter U_INV_M SUFFXDOC

Jariable (s) Entered on Step Number

1.. " SUFFXDOC

2.. U_INV_M
Multiple R .39207
R Square .15372
Adjusted R Square .13021

standard Error .45359
Analysis of Vvariance _ . ,
’ DF Sum of Squares . Mean Square

Regression 2 2.69071 1.34536
Residual 72 14.81345 .20574

F = 6.53903 Signif F = .0025
—————————————————————— variables in the Equation ---------=-----"7""
--Variable B SE B 95% Confdnce Intrvl B
Beta

U_INV_M .223461 .088055 .047926 .398995
.284797

SUFFXDOC .215205 .117382 -.018791 .449201
.205751

(Constant) 2.201055 .502972 1.198399 3.203711

——————————— variables in the Equation -----------

Variable Tolerance VIF T Sig T

U INV_M .933262 1.072 2.538 .0133

SUFFXDOC ... .933262 . 1.072 1.833 .0709

" (Comnstant) - -~ oo . 4.376  .0000 T
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max . Mean Std Dev N
* PRED 3.5800 4.,3944 3.9337 .1907 75
*RESID -1.4099 .8208 .0000 .4474 75
* ZPRED -1.8553 2.4157 .0000 1.0000 75
*ZRESID -3.1084 1.8096 .0000 .9864 75
Total Cases = 138
Durbin-Watson .Test = 2.07500
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4 %+ MULTIPLE REGRES:ION **xx

stwise Del-tion of Missing Data
uation Number 1 Dependent Variable.. SUCCES_M

ock Number 1. Method: Enter U_INV_M SUFFXDOC SDOCUINV

riable (s) Entered on Step Number

1.. SDOCUINV

2.. SUFFXDOC

3.. U_INV M
ltiple R .39873

Square .15899
Ijusted R Square .12345
-andard Error .45535
alysis of Variance

DF Sum of Squares Mean Square

2gression 3 2.78297 .92766
>sidual 71 14.72119 .20734

= . 4.47407 Signif F = .0062
quation Number 1 Dependent Variable.. SUCCES_M
————————————————————— Variables in the Equation ---------------7-°7°777
-Variable B SE B 95% Confdnce Intrvl B
eta
INV_M -.194610 .632938 -1.456653 1.067433 -
248027
UFFXDOC -.212873 .652465 -1.513851 1.088106 -
203521
DOCUINV .103885 .155736 ~-.206643 .414413
754551
Constant) 3.914572 2.617909 -1.305391 0 9.134534
—————————— variables in the Equation -----------
ariable Tolerance VIF T Sig T
| INV_M .018203 54.935 -.307 .7594
UFFXDOC .030440 32.851 -.326 .7452
,DOCUINV ©.009258 108.020 .667 .5069
:Constant) - ’ : 1.495 .1393

'nd Block Number 1 All requested variables entered.
lquation Number 1 Dependent Variable.. SUCCES_M

2esiduals Statistics:

Min Max Mean Std Dev N
*xPRED 3.5933 4.4743 3.9337 .1939 75
*RESID -1.3985 .8323 .0000 .4460 75
x* ZPRED -1.7555 2.7873 .0000 1.0000 75
*ZRESID -3.0713 1.8278 .0000 .9795 75
Total Cases = 138
Durbin-Watson Test =  2.09418
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“ILE NAME : YH10(b) .LST
k% ko MULTIZPLE REGRESSION * ok ok %

cquation Number 1 Dependent Variable.. SUCCES_M
3lock Number 1. Method: Enter U _COM_M SUFFXDOC
Jariable (s) Entered on Step Number

1 SUFFXDOC )

R U _COM_M
Multiple R .49275
R Square .24281
rndjusted R Square .22148

Standard Error .42529

Analysis of Variance

- DF sum of Squares Mean Square
Regression 2 4.11793 2.0588¢
Residual 71 12.84181 .18087
F = 11.38363 Signif F = .0001
e mnm e o mmmmm e --- Variables in the Equation =---------------~---
--Variable - B SE B 95% Confdnce Intrvl B-
Beta
U COM M .236856 .062991 .111255 .362457
.397810
SUFFXDOC .224484 .109480 .006188 ) .442780
.216932
(Constant) 2.117325 .447735 1.224568 3.010083

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
U _COM_M .952808 1.050 3.760 .0003
SUFFXDOC .952808 1.050 2.050 .0440
(Constant) 4.729 .0000
Equation Number 1 Dependent Variable.. SUCCES M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min - Max » Mean Std Dev N

*PRED 3.1399 4.,4240 3.9238 .2375 74
*RESID -1.3119 .8444 .0000 .4194 74
*ZPRED -3.3008 2.1059 .0000 1.0000 74
*ZRESID -3.0847 1.9854 .0000 .9862 74
Total Cases = 138

Durbin-watson Test = 2.14115
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* ok ok % MULTIP®P?PLE REGRESSIORN * ok K K
T,istwise Deletion of Missing Dat.:

Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter U _CoM M SUFFXDOC SDOCUCOM
variable(s) Entered on Step Number
1. SDOCUCOM
2. SUFFXDOC
3. U_COM_M
Multiple R .49517
R Square .24519
Adjusted R Square .21284
standard Error .42764

analysis of Variance

DF Sum of Squares Mean Square
Regression 3 4.,15835 1.38612
Residual 70 12.80139 .18288
o= 7.57950 Signif F = .0002
Equation Number 1 Dependent variable. . SUCCES_M

—————————————————————— variables in the Equation --------~-==------"-~

vVariable B SE B 95% Confdnce Intrvl B
Beta

UWCOM_M .491803 .545971 -.597101 1.580707
.826006

SUFFXDOC .505673 .608149 -.707241 1.718588
.488662

SDOCUCOM -.066879 142254 -.350594 .216837 -
.556888

(Constant) 1.049069 2.316400 -3.570845 5.668982

———————————— variables in the Equation ----------<

Variable Tolerance VIF T Sig T
U _COM_M .012824 77.980 .901 .3708
SUFFXDOC .031221 32.030 .831 .4085
SDOCUCOM .007685 130.121 -.470 .6397
(Constant) _ o .453 .6520

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.0767 4.3645 3.9238 .2387 74
*RESID -1.3118 .8130 .N000 .4188 74
*ZPRED -3.5496 1.8462 .0000 1.0000 74
*ZRESID -3.0676 1.9011 .0000 .9792 74
Total Cases = 138
Durbin-Watson Test = 2.06658
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Appendix T

"ILE NAME : YH11.LST

* k% MULTIZPLE REGRESSION * ok k%
.istwise Deletion of Missing Data
quation Number 1 Dependent Variable.. SUCCES_M

3lock Number 1. Method: Enter M _SUP_M SUFFXDOC

7ariable (s) Entered on Step Number

1.. SUFFXDOC
2.. M _SUP_M
ultiple R .54845
} Square .30080
ndjusted R Square .28138 -
standard Error ©.41229 B

nnalysis of Variance

DF Sum of Squares Mean Square
Regression 2 5.26529 2.63264
Residual 72 12.23887 .16998
F o= 15.48756 Signif ¥ = .0000

—————————————————————— Variables in the Equation --------=----=-----=

--Variable B SE B 95% Confdnce Intrvl B
Beta

M_SUP_M .315193 .065807 .184009 .446376
.481108

SUFFXDOC .194681 .105063 -.014758 .404120
.186129 '

(Constant). 1.949293 .441571 1.069036 2.829549

——————————— variables in the Equation -----------

Variable Tolerance VIF T Sig T
M_SUP_M .962477 11039 4.790 -.0000
SUFFXDOC .962477  ~  1.039 ©1.853 .0680
(Constant) 4.414 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.2217 4.4987 3.9337 .2667 75
*RESID -1.2984 1.0359 .0000 .4067 15
*ZPRED -2.6695 2.1178 .0000 1.0000 75
*ZRESID -3.1491 2.5125 .0000 .9864 75
Total Cases = 138
Durbin-wWatson Test = 2.33229
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*ox ok MULTIPLE REGRESSION ok kX

stwise Deletion of Missing Data

mation Number 1 Dependent Variable.. SUCCES_M
ock Number 1. Method: Enter M _SUP_M SUFFXDOC SDOCMSUP
riabls (s} Entered on Step Number
1 SDOCMSUP
2.. SUFFXDOC
3 M _SUP_M
1ltiple R .54920
Square .30162
Jjusted R Square .27211
candard Error - .41494

nalysis of Variance

DF . Ssum of Squares Mean Square
egression 3 5.27959 1.75986
esidual : 71 12.22457 .17218
= 10.22124 signif F = .0000
quation Number 1 Dependent Variable.. SUCCES_M
————————————————————— variables in the Equation --------=-------=-="<
-Variable B SE B 95% Confdnce Intrvl B
eta
| SUP_M .159625 .543819 -.924719 1.243968
243650
UFFXDOC .030691 .578734 -1.123272 1.184654
029343
 DOCMSUP .039587 .137355 -.234291 .313466
310175
(Constant) 2.590818 2.269819 -1.935072 7.116709

——————————— variables in the Equation -----------

Jariable Tolerance VIF T 8Sig T
1_SUP_M .014276 - 70.050 .294 . .7700
SUFFXDOC -~ -032129 31,125 _ - .053 °.9579
SDOCMSUP .008493 117.750 .288  .7740
(Constant) 1.141 .2575

=nd Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable. . SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.2573 4.5321 3.9337  .2671 75
*RESID -1.2957 1.0151 .0000 .4064 75
* ZPRED -2.5324 2.2401  .0000 1.0000 75
*ZRESID -3.1227 -2.44¢64 .0000 .9795 75
Total Cases = 138
Durbin-Watson Test = 2.35299
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Appendisx U

"ILE NAME : YH12(a).LST
%k MULTIPLE REGRESSION ** %=

.istwise Deletion of Missing Data
quation Number 1 Dependent Variable.. SUCCEs_ M

3lock Number 1. Method: Enter IT_EXP04 SUFFXDOC

jariable (s) Entered on Step Number

1.. SUFFXDOC

2.. IT_EXPO4 Computer Department Compency & Experienc
Multiple R .35567
R Square .12650
ndjusted R Square .10189

standard Error : .45219

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 2.10247 1.05124
Residual 71 14.51802 .20448
F.= 5.14105 Signif F = .0082
—————————————————————— variables in the Equation -----=----=--------=--
--Variable B SE B 95% Confdnce Intrvl B
Beta
IT_EXP0O4 .124524 .058165 .008546 .240502
.237473
SUFFXDOC .268805 .113631 .042231 .495380
.262400
(Constant) 2.464106 .488576 1.489914 3.438299

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
IT_EXP04 .999899 1.000 2.141 .0357
SUFFXDOC .999899 1.000 2.366. .0207_
(Constant) oo -:5..043 .0000-
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.6540 4.,4308 3.9464 .1697 74
*RESID ~-1.1437 .9626 .0000 .4460 74
*ZPRED -1.7229 2.8542 .0000 1.0000 74
*ZRESID -2.5292 2.1287_ .0000 .9862 74
Total Cases = 138
Durbin-Watson Test = 2.05321
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* ok kK MULTI®PLE REGRZSSION ok kK
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter IT EXP04 SUFFXDOC SDOCITX

Variable(s) Entered on Step Number

1.. SDOCITX
2.. SUFFXDOC :
3.. IT EXP04 Computer Department Compency & Experienc
Multiple R .35782
. R Square .12803
Adjusted R Square .09066
Standard Error .45501

Analysis of Variance -

DF Sum of Squares Mean Square
Regression 3 2.12796 .70932
Residual , 70 14.49254 .20704
F = . 3.42606 © . Signif F = ..0217
‘Equation Number 1 Dependent Variable.. SUCCES_M

—————————————————————— Variables in the Equation --------------------

--Variable B SE B 95% Confdnce Intrvl B
Beta

IT EXPO4 .251705 .367207 -.480666 .984077
.480014

SUFFXDOC .376373 .327234 -.276274 1.029021
.367405

SDOCITX -.030867 .087983 -.206345 .144610 -
.268137 .

(Constant) 2.021107 1.355034 -.681424 4.723638

——————————— Variables in the Equation -----------

vVariable Tolerance VIF T Sig T
IT EXPO4 .025401 39.368 .685 .4953
SUFFXDOC .122077 8.192 | 1.150 .2540
SDOCITX .021325 46.893 -.351 .7268
(Constant) : E 17492 11403

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES_M
Residuals Statistics:

Min Max Mean Std Dev N

*PRED 3.6258 4,.3898 3.9464 L1707 74
*RESID -1.1421 .9742 .0000 .4456 74
*ZPRED -1.8779 2.5973 .0000 1.0000 74
*ZRESID -2.5100 2.1411 .0000 .9792 74
Total Cases = 138

Durbin-Watson Test = 2.05149
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FILE NAME : YH12({b) .LST

*ok k% MULTIPLE REGRESSION * ok ok ok
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter IT_STRO2 SUFFXDOC

Variable(s) Entered on Step Number

1.. SUFXDOC
2.. IT STR02 Computer Department Adequate In Strength
Multiple R .36524
R Square .13340
. Adjusted R Square .10933
Standard Error .45900

Analysis of Variance

DF Sum of Squares Mean Square
Regression 2 2.33511 1.16756
Residual 72 15.16905 .21068

F = - -5.54182 - Signif F = .0058 . . B

—————————————————————— Variables in the Equation e

Variable B SE B 95% Confdnce Intrvl B

Beta -
IT STROZ2 .132597 .061815 .009371 .255824
7237564 .
SUFFXDOC .258181 .115838 .027262 .489100
.246839

(Constant) 2.474244 .474715 1.527917 3.420571

——————————— Variables in the Equation ~----------

Variable Tolerance VIF T Sig T
IT STRO2 .981301 1.019 2.145 .0353
SUFFXDOC .981301 1.019 2.229 .0289
(Constant) 5.212 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Bchk-Number 1 ° All requested vafiables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.5105 4.4281 3.9337 .1776 75
*RESID -1.2681 .9626 .0000 .4528 75
*ZPRED -2.3828 2.7831 .0000 1.0000 75
*ZRESID -2.7628 2.0973 .0000 .9864 75
Total Cases = 138
Durbin-Watson Test = 2.00498
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b1

* ok ok ok MULTIUPLZE REGRESSTION * ok
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter IT STR0O2 SUFFXDOC SDOCITST

Variable(s) Entered on Step Number

1.. SDOCITST
2.. SUEFXDOC
3.. IT STR02 Computer Department Adequate In Strength
Multiple R .37594
R Square .14133
Adjusted R Square .10505
Standard Error .46010

Analysis of Vvariance

DF Sum of..Squares Mean Square
Regression 3 2.47390 .82463
Residual 71 15.03026 .21169
F o= ~3.89540 - Signif F = .0123
Equation Number 1 Dependent Variable. . SUCCES M

e Variables in the Equation ----------—-—=---—--

--Variable B SE B 95% Confdnce Intrvl B
Beta

IT;STRO2 .455148 .403158 -.348726 1.259021
.815452

SUFFXDOC .529824 .355021 -.178067 1.237716
.506549

SDOCITST -.079283 .097919 ~-.274529 .115962 -
.671102

(Constant) 1.373616 1.440221 -1.498103 4.245334

----------- Variables in the Equation -----------

Variable Tolerance VIF ‘T 8ig T
IT STRO2 .023181 43.139 1.129 .2627
SUFFXDOC .104974 9.526 1.492 .1400
SDOCITST .017604 56.805 -.810 .4208
(Constant) . - .954 .3434

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean 8Std Dev N
*PRED 3.4057 4.3164 3.9337 .1828 75
*RESID -1.2757 1.0167 .0000 .4507 75
*ZPRED -2.8882 2.0928 .0000 - 1.0000 75
*ZRESID -2.7727 2.2097 .0000 .9795 75
Total Cases = 138
Durbin-Watson Test = 2.02104
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FILE NAME
* Kk Kk K

YH12{c) .LST
MULTIPLE REGRE
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable..

S S ION *ox ok ok

SUCCES_M

Block Number 1. Method: Enter UD_GAP_M SUFFXDOC

Variable(s) Entered on Step Number

1.. SUFFXDOC
2.. UD_GAP M
Multiple R .54824
R Square .30057
Adjusted R Square .28114
Standard Error_ .41236
Analysis of Variance
DF Sum of Squares Mean Square
Regression 2 5.26125 2.63063
Residual 72 12.24291 .17004
F = 15.47060 Signif F = .0000
—————————————————————— Variables in the Equation --------------------
--Variable B SE B 95% Confdnce Intrvl B
Beta
UD_GAP M .404845 .084583 .236233 .573457
506605
SUFFXDOC .099014 .110706 -.121675 .319703
.094664
(Constant) 1.916518 .444462 1.030500 2.802537
——————————— Variables in the Equation -----------
Variable Tolerance VIF T 8ig T
UD_GAP_M .867137 1.153 4.786 0000
SUFFXDOC .867137 1.153 894 3741
(Constant) 4.312 0001
Equation Number 1 Dependent Variable.. SUCCES_M

End‘BlockrNumbér 1 All requested variables entered.
Residuals Statistics: B
Min Max Mean Std Dev N

*PRED 3.3427 4.4358 3.9337 .2666 75
*RESID -1.5676 .6632 .0000 .4067 75
*ZPRED -2.2168 1.8829 .0000 1.0000 75
*ZRESID -3.8015 1.6083 .0000 .9864 75
Total Cases = 138
Durbin-Watson Test = 2.01025




* ok kX MULTIPILE REGRESS I ON * ok ok ok
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES M

Block Number 1. Method: Enter UD_GAP_M SUFFXDOC SDOCUDRGA

Variable(s) Entered on Step Number

1.. SDOCUDGA

2.. SUFFXDOC

3.. U _GAP M
Multiple R .54838
R Square .30073
Adjusted R Square .27118
‘Standard Error .41521

Analysis of Variance

DF Sum of. Squares Mean Square
Regression 3 5.26395 1.75465
Residual 71 12.24021 .17240
F = . 10.17793 ~ -8ignif F = .0000
Equation Number 1 Dépendent Variable. . SUCCES_M

—————————————————————— Variables in the Equation ------------~-------

--Variable B SE B 95% Confdnce Intrvl B
Beta

UD_GAP M .485408 .650366 -.811386 1.782201
.607418

SUFFXDOC .185418 .700442 -1.211224 1.582060
.177273 '

SDOCUDGA -.020351 .162873 -.345110 .304408 -
.152356

(Constant) 1.576800 2.755444 -3.917400 7.070999

——————————— Variables in the Equation -----------

Variable Tolerance VIF T S8Sig T
UD_GAP_M .014870 67.249 .746 .4579
SUFFXDOC .021962 45.534 .265 .7920
SDOCUDGA .006624 150.960 -.125 .9009

(Constant) L ".572 .5690
End Block Number 1 All requested'variableé entered.
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean 8Std Dev N

*PRED 3.3302 4.4222 3.9337 .2667- 175
*RESID ~1.5693 .6615 .0000 . .4067 75
*ZPRED ~-2.2628 1.8312 .0000. 1.0000 75
*ZRESID -3.7795 1.5932 .0000 .9785 75
Total Cases = 138

Durbin-Watson Test = 2.00047
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FILE NAME : YH12(d) .LST

ok ko MULTIUPLE REGRESSION Fox ok %
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES M
Block Number 1. Method: Enter DOC_IT_M SUFFXDOC

Variable(s) Entered on Step Number

1.. SUFFXDOC

2.. DOC_IT_M
Multiple R .38078
R Square .14499
Adjusted R Square .12124
Standard Error .45592

Analysis of Variance

DF Sum of Squares Mean Square

Regression 2 2.53802 1.26901

_Residual | 72 14.96614 ) .20786
F = 6.10502 . signif F = - .0036

———-- wmee====—---2---- Variables in the Equatioh ool

--Variable B SE B 95% Confdnce Intrvl B
Beta

DOC_IT M .222598 .093732 ’ .035746 .409449
.298933 o

SUFFXDOC .135658 .131660 -.126801 .398116
.129698

(Constant) 2.637559 .452470 1.735576 3.539541

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
DOC_IT M .749466 1.334 2.375 .0202
.SUFFXDOC .749466 1.334 1.030 .3063
(Constant) 5.829 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.
Residuals Statistics:

Min Max Mean Std Dev N

*PRED 3.5576 4.4288 3.9337 .1852 75
*RESID ~-1.0383 .9817 .0000 .4497 175
*ZPRED -2.0313 ° 2.6733 .0000 1.0000 75
*ZRESID -2.2773 2.1533 .0000 .9864 75
Total Cases = 138

Durbin-Watson Test = 2.15865
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ok ox % MULTIUPLE REGRESSION LI A
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter DOC_IT_M SUFFXDOC SDOCITDO

variable (s) Entered on Step Number

1.. SDOCITDO

2.. SUFFXDOC

3.. DOC_IT M
Multiple R .38412
2 Square .14755
A:justed R Square .11153

Standard Error .45843

Analysis of Variance .
DF Sum of Squares Mean Square

Regression 3 2.58272 .86091
Residual 71 14.92144 21016

F = . 4.09641 © Signif ¥ = .0097

Equation Number 1 Dependent Variable.. SUCCES M
—————————————————————— Variables in the Equation --------coommmmunon_
--Variable B SE B 95% Confdnce Intrvl B
Beta

DOC_IT M ~-.029886 .555484 -1.137490 1.077717 -
.040135

SUFFXDOC -.082522 .491227 -1.062000 .896956 -
.078896

SDOCITDO .060273 .130683 -.200301 .320847
.481494

(Constant) 3.539447 2.007685 -.463763 7.542657
——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T

DOC_IT M . .021576 46.349 -.054 .9572

SUFFXDOC .054434 18.371 -.168.  .8671

SDOCITDO .01101e6 90.774 .461 .6461

(Constant) - 1.763 -.0822
End Block Number 1 Ailiféquested variables entered.
Equation Number 1 Dependent Variable.. SUCCES M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.6128 4.4842 3.9337 .1868 75
*RESID -1.0353 .9842 .0000 - .4490 75
*ZPRED -1.7182 2.9466 .0000 1.0000 75
*ZRESID -2.2584 2.1469 .0000 .9785 175
Total Cases = 138
Durbin-Watson Test = 2.18400
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FILE NaME : YH12(e) .LST

* ox kK MULTTIZPLE REGRESSION * ok ox %
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter U ED M SUFFXDOC

Variable (s) Entered on Step Number

1.. SUFFXDOC

2.. U ED M
Multiple R .39950
R Square .15960
Adjusted R Square .13593
Standard Error .45141

Analysis of Variance .
DF Sum of Squares Mean Square

Regression 2 2.74764 1.37382
Residual 71 14.46779 .20377
F = ©.6.74195 - Signif F = = .0021

—————————————————————— Variables in the Equation --------==---“—--w~--

~--Variable B SE B 95% Confdnce Intxrvl B
Beta

U ED M .252719 .093373 .066539 .438899
.321773

SUFFXDOC .146234 .123949 -.100914 .393381
.140261

(Constant) 2.401958 .474742 1.455349 3.348567

——————————— Variables in the Equation -----------

Variable Tolerance VIF T 8Sig T
U ED M .837453 1.194 2.707 .0085
SUFFXDOC .837453 1.194 1.180 .2420
(Constant) 5.059 .0000
Equation Number 1 Dependent Variable.. SUCCES_M

End Block Number 1 All requested variables entered.
Residuals Statistics: : .

Min Max Mean Std Dev N

*PRED 3.4192 4.3967 3.9410 .1940 74
*RESID -1.1774 1.0022 .0000 .4452 74
*ZPRED -2.6893 2.3492 .0000 - 1.0000 74
*ZRESID -2.6082 2.2202 .0000 .9862 74
Total Cases = 138

Durbin-Watson Test = 1.99941
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*oA Ok * MULTIPLE REGRESSION * ok k%
Equation Number 1 Dependent Variable..  SUCCES M
Block Number 1. Method: Enter U ED M SUFFXDOC SDOCUEDU

Variable(s) Entered on Step Number

1.. SDOCUEDU

2.. SUFFXDOC

3.. U _ED M
Multiple R .40765
R Sqguare .16618
Adjusted R Square .13045
Standard Error .45284

Analysis of Variance

DF Sum of Squares Mean Square
Regression 3 2.86090 .95363
Residual 70 14.35453 .20506
F o= 4.65040 Signif F = .0051
‘Equation Number 1  Dependent Variable.. . SUCCES M

—————————————————————— Variables in the Equation ----------c-cmcwauno-

--Variable B SE B 95% Confdnce Intrvl B-
Beta

U_ED M -.244770 .675927 ~-1.592863 1.103323 -
.311652

SUFFXDOC ~.410170 .758934 -1.923817 1.103476 -
.393417

SDOCUEDU .131160 .176484 -.220827 .483147
.982446

(Constant) 4 .503451 2.867526 -1.215650 10.222552

——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T
U_ED M .016082 62.180 —.362 .7183
SUFFXDOC .022480 44..485 -.540 .5906
SDOCUEDU .006816 146.7Q8 .743 .4599
(Constant) ‘ 1.571  .1208

" End Block Number 1 - All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES_M

Regiduals Statistics:

Min Max Mean Std Dev N
*PRED 3.4964 4.5077 3.9410 .1980 74
*RESID -1.1393 1.0178 .0000 .4434 74
*ZPRED -2.2455 2.8630 .0000. 1.0000 74
*ZRESID -2.5159 2.2475 .0000 .9792 74
Total Cases = 138
Durbin-Watson Test = 2.05499
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Appendix V

FILE NAME : YH13.LST
L MULTTIZPTLE REGRESS I ON * ok k%
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. ~ SUCCES M
Block Number 1. Method: Enter
U INV.M U COM M M SUP M IT EXP0O4 IT STRO2 UD GAP M DOC_IT M
U_ED M
Variable(s) Entered on Step Number

1.. U ED M
2. I?_STRO2 Computer Department Adequate In Strength
3. U_CoM M e
4. IT_EXP04 Computer Department Compency & Experienc
5. M _sUP M
6. DoC_IT M
7.. U.INV M. o S -
8.. UD_GAP M : : T
Multiple R .76059
R Square .57850
Adjusted R Square .55108
Standard Erxror .37655

Analysis of Variance

DF Sum of Squares Mean Square

Regression 8 23.93581 2.99198
Residual 123 17.43988 .14179
F = 21.10181 Signif F = .0000
Equation Number 1 Dependent Variable.. SUCCES_M
—————————————————————— Variables in the Equation ------=-----—-=co-u-
--Variable B SE B 95% Confdnce Intrvl B
Beta
U_INV_M .125568 .070959 -.014891 .266027
.156050 s ) :

- U_COM M . .076285 ©.053255 -.029131" ° .181700

©.114145 '
M_SUP M .199716 .061423 .078133 .321300
.273838
IT_EXP04 -.052610 .042264 -.136269 ) .031048 -
.083628
IT_STRO2 .069827 .044733 -.018718 .158372
.118747 .
UD_GAP_M . .278102 .078959 .121806 .434397
.312333 :
DOC_IT M .055747 .059794 -.062611 .174105
.071112
U _ED M .020565 .078867 -.135547 .176677
. 022713
(Constant) .864257 .243483 .382297 1.346218
——————————— Variables in the Equation -----------
Variable Tolerance VIF T 8ig T
U INV M .440664 2.269 1.770 .0793
U_COoM_M .539674 1.853 1.432 .1546
M_SUP M .483135 2

.070 3.251 .0015
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LT EXP04 .759276 1.317 -1.245 .2156
IiT STRO2 .592169 1.689 1.561 L1211
UD_GAP M .435769 2.295 3.522 .0006
DOC_IT_M .589031 1.698 .932 .3530
U _ED M .451640 2.214 .261 .7947
(Constant) : 3.550 .0005

End Block Number 1 All requested variables entered.

Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

‘Min Max Mean Std Dev N
*PRED 2.6518 4.7303 3.7063 -. .4275 132
*RESID -1.6457 .8352 .0000 .3649 132
*ZPRED -2.4670 2.3955 .0000 1.0000 132
*ZRESID -4.3706 2.2179 .0000 .9690 132
Total Cases = 138
Durbin-Watson Test = 1.90557
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Appends.ax

FILE NAME : YH14.LST
* ok ok %k MULTIPLE REGRESSI®N *oko k%
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter »
U INVM U COMM M SUP M IT EXPO4 IT STRO2 UD_GAP M DOC_IT M

U _ED M
LARGEPRO
Variable(s) Entered on Step Number
1.. LARGEPRO
2. U _COM M
3. IT STR02 Computer Department Adequate In Strength
4. U ED M
5. IT EXP04 Computer Department Compency & Experienc
6 M _SUP_M _
7. DOC_IT M
8. U INV M
9. UD_GAP M
Multiple R .67745
R Square .45894
Adjusted R Square .38733
Standard Error .42612

Analysis of Variance

DF Sum of Squares Mean Square

Regression 9 10.47319 1.16369
Residual 68 12.34738 .18158

F = 6.40871 Signif F = .0000

Equation Number 1 Dependent Variable.. SUCCES_M
—————————————————————— Variables in the Equation ---------------oco--
--Variable B SE B 95% Confdnce Intrvl B
Beta .

U_INV_M 2119694 . .123255 -.126258 .365645
. .137533 - S - : ' S
U_COM_M .084719 .095665 -.106178 .275616
.113223

M_SUP M .233565 .087941 .058082 .409048
.324764 '
IT_EXPO4 -.049016 .068779 -.186262 .088229 -
.076122

IT_STRO2 .061173 .067884 -.074289 .196634
.104325

UD_GAP_M .183891 .121899 " ~.059553 .427335
.213710

DOC_IT M .029406 .103469 -.177063 .235875
.033731 '

U ED M .070567 .122755 -.174386 .315521
.07849°9 :

LARGEPRO -2.35971E-09 9.8601E-0S9 -2.20352E-08 1.73158E-08 -
.024320

(Constant) 1.019134 .406209 .208558 1.829711
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——————————— Variables in the Equation ~----------

‘ariable Tolerance VIF T Sig T
] INV M .396696 2.521 .971  .3349
] COM_M 486772 2.054 .886 .3790
{ SUP M .532160 1.879 2.656 .0098
T _EXP04 .697417 1.434 -.713 .4785
T STRO2 .593665 ©1.684 .901 .3707
JD_GAP_M .395824 2.526 1.507 .1364
)OC_IT M .564871 1.770 .284 .7771
J ED M .426720 2.343 .575 .5673
LARGEPRO .770484 1.298 -.239 .8116
(Constant) 2.509 .0145

:nd Block Number 1 All requested variables entered.
squation Number 1 Dependent Variable.. SUCCES_M

esiduals Statistics:

Min Max Mean' std Dev N
«PRED - 2.8954 4.5653  3.7324 .3688 — 78
*RESID -1.5338 .7743 .0000 .4004 78
*ZPRED -2.2696 2.2583 .0000 1.0000 78
xZRESID -3.5994 1.8172 .0000 .9397 78
rotal Cases = 138
Jurbin-Watson Test = 1.87026

k ko k¥ MULTTIPLE REGRESSTION * ok x ok
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter :
U INVM U _COM M M SUP_M IT_EXP04 IT_STR02 UD_GAP_M DOC_IT M

U ED M

LARGEPRO LPINV - LPUCOM LPMSUP LPITEX LPITSTR LPUDGAP
LPITDOC . ' o R : -

LPUEDU ' o o S BT
Variable(s) Entered on Step Number

1.. LPUEDU

2. U_COM M

3.. IT STRO2 Computer Department Adequate In Strength

4. U_ED M

5. IT EXP04 Computer Department Compency & Experienc

6. M _SUP M

7. DOC_IT M

8.. U_INV_M

9.. UD_GAP_M

10.. LPUCOM

11.. LPITEX

i2.. LPITDOC

13.. LPMSUP

14.. LPITSTR

15.. LPUDGAP

l6.. LPINV

17.. LARGEPRO
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Multiple R .71492
R Square 51111
Adjusted R Square .37259
Standard Error .43122
Analysis of Variance

DF Ssum of Squares Mean Square
Regression 17 11.66376 .68610
Residual 60 11.15681 .18595
F = 3.68978 Signif F = .0001
Equation Number 1 Dependent Variable.. SUCCES_M
—————————————————————— Variables in the Equation ---------------=--~--

~--Variable B SE 3 95% Confdnce Intrvl B
Beta

U INV M -.011623 .145597- -.302860 .279614
.013355

U COM M .127737 .112897 -.098091 .353564
.170713 ) ,

M SUP-M . - ©.262055 ©.123898 014222 .509888
.364378 : ' S
IT_EXPO4 -.048422 .078633 -.205713 .108868
.075199

IT_STRO2 .078191 .092821 ~-.107478 .263859
.133347

UD_GAP_M .087912 .162991 -.238119 .413943
.102167

DOC_IT M .090387 .126965 -.163580 .344354
.103679

U ED M .120273 .152901 -.185574 .426121
.133791

LARGEPRO -1.12496E-08 4.0894E-07 -8.29258E-07 8.06758E-07
.115942

LPINV 1.35318E-07 7.4936E-08 -1.45764E-08 2.85211E-07
6.015378

LPUCOM -1.57018E-09 4.5048E-08 -9.16790E-08 8.85386E-08
.055241

LPMSUP -5.19713E-08 6.6949E-08 -1.85890E-07 8.19471E-08
2.356032 ‘

LPITEX -3.97975E-08 5.2922E-08 -1.45657E-07 6.60622Ef08
1.678795 . _ ) ) S : ’ '
LPITSTR -1.32775E-08 6.2503E-08 -1.38301E-07 1.11746E-07
.547014

LPUDGAP 4A.65135E-08 6.3258E-08 -8.00211E-08 1.73048E-07
1.998696

LPITDOC -2.07258E-08 6.8214E-08 -1.57174E-07 1.15722E-07
.736408

LPUEDU -6.34252E-08 9.4825E-08 -2.53104E-07 1.26253E-07
2.566020

(Constant) 1.179204 .551681 .075678 2.282731
——————————— vVariables in the Equation -----------

Variable Tolerance VIF T Sig T

U_INV M .291130 3.435 -.080 .9366

U_COM_M .357928 2.794 1.131 2624

M_SUP M .274545 3.642 2.115 0386

IT EXPO4 .546396 1.830 -.616 5404

IT STRO2 .325175 3.075 842 4029

UD_GAP_M .227094 4.403 539 .5916




DOC IT M .384172 2.603 .712  .4793

U _ED M .281659 3.550 .787 .4346
LARGEPRO 4.587E-04  2180.099 -.028 .9781
LPINV 7.343E-04  1361.865 1.806 .0760
LPUCOM .003244 308.247 ~.035 .9723
LPMSUP 8.846E-04  1130.482 ~-.776 .4406
LPITEX .001635 - 611.637 ~-.752 .4550
LPITSTR ~.001229 813.768 -.212 .8325
LPUDGAP . .001103 906.780 .735 .4650
LPITDOC .001387 720.934 -.304 .7623
LPUEDU 5.536E-04  1806.262 -.669 .5061
(Constant) 2.137 .0366

End Block Number 1 All requested variables entered.
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 2.8923 4.,9278 3.7324 .3892 78
*RESID -1.2804 .7530 .0000 .3806 78
*ZPRED =2.1585 . 3.0715 .0000 -1.0000 78
*ZRESID -2.9693 ©1.7463 .0000 = .8827 178
Total Cases = 138
Durbin-Watson Test = 2.00419
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Appendix X

FILE NAME : YH15.LST ; :
kok ok & MULTTIPLE REGRESSION * ok k%
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M
Block Number 1. Method: Enter

U INVM U COM M M SUP M IT EXP04 IT_STR02 UD_GAP M DOC_IT M
U _ED M

MORESTRU

variable(s) Entered on Step Number

1.. MORESTRU
2.. U COM_M
3.. IT STRO2 Computer Department Adequate In Strength
4.. IT EXP04 Computer Department Compency & Experienc
5.. UD_GAP M
6. M SUP M - - o
7.. DOC_IT M
8. U_INV_M
9. U ED M
Multiple R .70322
R Square .49452
Adjusted R Square .43544
Standard Errxor .34717

Analysis of Variance

DF Sum of Squares Mean Square
Regression 9 9.07926 1.00881
Resgidual 77 9.28051 .12053
F o= 8.37002 Signif F = .0000 )
—————————————————————— Variables in the Equation --------------c=--=-~
--Variable - B SE B 95% Confdnce Intrvl B
Beta
U_INV_M -.024609 .093172 -.210139% ~.160921 -
.031819 . B - o
U COM M .082963 _ .___.065520 . -.047504 - . . .213431 )
.142834
M_SUP_M .208496 .066934 .075214 .341778
.336635
IT EXPO4 -.003252 .050883 -.104593 .098089 ~
.006059
IT STRO2 -.056891 .057652 ~-.171692 .057909 -
.103632 .
UD_GAP M . .169438 .050487 -.010745 .349622
.215317 )
DOC_IT M .057579 .080902 -.103517 .218675
.080386
U ED M .096821 .112592 -.127379 .321021
.106424
MORESTRU .218823 .108663 .002447 .435200
.209241
(Constant) 1.016557 .389947 .240073 1.793041
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——————————— Variables in the Equation ---<-------

Variable Tolerance VIF T 8ig T
U_INV_M .452328 2.211 -.264 .7924
U_COM_M .515909 1.938 1.266 .2093
M SUP M .562082 1.779 3.115 .0026
IT EXPO4 .730230 1.369 -.064 .9492
IT_STRO2 .595237 1.680 -.987 .3268
UD_GAP M 496481 2.014 1.873 .0649
DOC_IT M .514600 1.943 .712 .4788
U ED M .428602 2.333 .860 .3925
MORESTRU .608052 1.645 2.014 .0475
(Constant) 2.607 .0110
Equation Number 1 Dependent Variable.. SUCCES M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.0418 4.8502 3.9283 .3249 87
*RESID -1.2122 .6565 .0000 .3285 87
*ZPRED ~-2.,7286 2.8373 .0000 1.0000 87
-*ZRESID -3.4917 1.8909 .0000 .9462 87
Total Cases = 138
Durbin-Watson Test = 1.95980

* ok ok ¥ MULTIPLE REGRESSION * Kk Kk &
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter
U INV M U COM M M _SUPM IT EXP04 IT STRO2 UD_GAP_M DOC_IT M

U ED M
MORESTRU MSUINV MSUCOM MSMSUP MSITX MSITSTR MSUDGAP
MSITDOC
MSUEDU
Variable(s) Entered on Step Number
1.. MSUEDU
2. IT _EXP04 Computer Department Compency & Experienc
3. M SUP_M ' : : S
4. ‘U_COM_M -
5. IT STRO2 Computer Department Adequate In Strength
6. DOC_IT_M
7. UD_GAP_M
8.. U_INV_M
9.. MORESTRU
10.. U _ED_M
I1.. MSITSTR
12.. MSUCOM
13.. MSITX
14.. MSMSUP
15.. MSITDOC
16.. MSUINV
17.. MSUDGAP
Multiple R .73842
R Square .54527
Adjusted R Square .43323
Standard Error .34785
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nalysis of Variance

DF Sum of Squares Mean Square
egression 17 10.01100 .58888
esidual 69 8.34877 .12100
o= 4.86693 Signif F = .0000
squation Number 1 Dependent Variable.. SUCCES_M
—————————————————————— vVariables in the Equation -------==--=--=--~-~-~
--Variable B SE B 95% Confdnce Intrvl B
Beta
J_INV_M -.764300 .978206 ~-2.715766 ‘ 1.187167 -
.988227
J COM_M -.243702 .501440 -1.244047 .756644 -
.419568
M_SUP_M 1.391480 .710756 -.026439 2.809399
2.246665
IT_EXPO4 .367343 .463477 -.557268 1.291955
.684370
IT_STROZ -.354558 .562012 . =1.475740 -~ .766624- -
.645850 e S S - o - _
UD_GAP_M -.098875 1.272889 -2.638219 2.440469 -
.125648
DOC_IT M .090507 .672926 -1.251945 1.432958
.126356
U ED M 1.426309 1.119388 -.806809 3.659426
1.567779
MORESTRU 1.550697 .846192 -.137409 3.238803
1.482794
MSUINV .195970 .255162 -.313064 .705003
1.396910
MSUCOM .078632 .132137 -.184974 .342238
.622841
MSMSUP -.306993 .183854 -.673772 .059786 -
2.499962
MSITX -.101966 .123071 -.347487 .143555 -
.870177 >
MSITSTR .074348 .150385 -.225663 .374358
.615305 , _
MSUDGAP .083861 .335317 -.585079 .752801
.655937 - B I - S
MSITDOC -.005006 .168698 -.341549 .331536 ~
.039700
MSUEDU -.350703 .295949 -.941105 .239700 -
2.548470
(Constant) -4.104943 3.189456 -10.467733 2.257847
——————————— variables in the Equation -----------
Variable Tolerance VIF T Sig T
U_INV_M .004120 242.739 - -.781 .4373
U _COM M .008843 113.089 -.486 .6285
M_SUP_M .005004 199.828 1.958 .0543
IT_EXP04 .008839 113.133 .793 .4307
IT_STRO2 .006288 159.028 -.631 .5302
UD_GAP_M .002519 397.017 -.078 .9383
DOC_IT M .007467 133.924 .134 .8934
U _ED M .004353 229.719 1.274 .2069
MORESTRU .010066 99.343 1.833 .0712
MSUINV .001992 501.978 .768 .4451
MSUCOM .006016 166.225 .595 .5537
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MSMSUP .002940 340.134 -1.670 .0995

M3ITX .005974 167.383 -.829 .4102
MSITSTR .004255 235.045 .494 .6226
MSUDGAP 9.580E-04 1043.793 .250 .8033
MSITDOC .003683 271.538 -.030 .9764
MSUEDU .001425 701.792 -1.185 .2401
(Constant) -1.287 .2024

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 2.8904 4.7602 3.9283 .3412 87
*RESID -1.0797 .5971 .0000 .3116 87
*ZPRED -3.0420 2.4381 .0000 1.0000 87
*ZRESID -3.1041 1.7167 .0000 .8957 87
Total Cases = . 138
Durbin-Watson Test = 1.90139




Appendix

FILE NAME : YH16.LST ~

* x k% MULTIPLE RECRESSION * ox k&
Listwise Deletion of Missing Data

Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter

U _INV. M U_COM M M _SUP M IT _EXP04 IT_STRO2 UD_GAP M DOC_IT M
U_ED_M

SUFFXDOC

variable(s) Entered on Step Number

.. SUFFXDOC
2.. IT EXP04 Computer Department Compency & Experienc
3.. M SUP_M
4.. UD_GAP_M ,
5. IT STR02 Computer Department Adequate In Strength. N
6. U _INV_M - ' o IR
7. DOC_IT_M '
8.. U_COM_M
9. U _ED M
Multiple R .67946
R Square .46167
Adjusted R Square .38353
Standard Erxor .37042

Analysis of Variance

DF _8um of Squares Mean Square
Regression 9 7.29565 .81063
Residual 62 8.50707 .13721
F = 5.90790 Signif F = .0000
—————————————————————— variables in.the Equation -----------"777777"7
--Variable B SE B 95% Confdnce Intrvl B
Beta }
U_INV. M. £.110290 .106502°  .-.323184 -~ .102605 -
.145596 - _ - o
U _CcoM M .104238 .086213 7068099~ .276575°
.180721
M_SUP_M .218679 .084296 .050174 .387184
.337591
IT EXPO4 .058513 .058596 -.058619 .175646
.113963
IT_STROZ -.016872 .064821 -.146448 .112704 -
.031089
UD_GAP_M .235964 .104368 .027335 .444593
.304974
DOC_IT M .010439 .094348 -.178160 .199038
.014665
U_ED_M .119194 .118950 -.118583 .356972
.151805
SUFFXDOC .016198 .114836 -.213356 .245751
.016042
(Constant) 1.478151 .456970 .564681 2.391621
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——————————— Variables in the Equation -----------

Variable Tolerance VIF T 8Sig T
U_INV M .439252 2.277 -1.036 .3044
U_COM M .388643 2.573 1.209 .2312
M_SUP M .512713 1.950 2.594 .0118
IT_EXPO4 .666649 1.500 .993  .3219
IT_STROZ2 .608640 1.643 -.260 .7955
UD_GAP M .477183 2.096 2.261 .0273
DOC IT M .494199 2.023 L1111 .9123
U ED M .378326 2.643 1.002 .3202
SUFFXDOC .671277 1.490 .141 .8883
(Constant) 3.235 .0020
Equation Number 1 Dependent Variable.. SUCCES_M

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 3.0353 4.7194 3.9440 .3206 72
*RESID -1.2956 .6677 .0000 .3461 72
*ZPRED -2.8345 2.4190 .0000 1.0000 72
*ZRESID  -3.4976  1.8024 - ~.0000 - .9345 "72
Total Cases = 138
Durbin-Watson Test = 2.11234

* ok ok ok MULTIUPLE REGRESSION * ok k%
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter

U INVM U COMM M SUP_ M IT EXP0O4 IT_STR02 UD_GAP_M DOC_IT M
U _ED M

SUFFXDOC SDOCUINV SDOCUCOM SDOCMSUP SDOCITX SDOCITST SDOCUDGA
SDOCITDO

SDOCUEDU

_Variable(s] Entered on Step Number

1.. SDOCUEDU

2. IT EXP04 Computer Department Compency & Experienc
3. M SUP M

4. IT_STR02 Computer Department Adequate In Strength
5.. U_INV_M

6.. UD_GAP M

7. DOC_IT M

8.. U _COM_M

9.. SUFFXDOC
10.. SDOCITX
11.. U ED M
12.. SDOCITST
13.. SDOCUINV
14.. SDOCUCOM
15.. SDOCITDO
16.. SDOCMSUP
17.. SDOCUDGA
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ultiple R .73222

Square .53615
djusted R Square .39012
tandard Error .36843
nalysis of Variance

DF Sum of Squares Mean Sguare

egression 17 8.47259 .49839
esidual 54 7.33013 .13574

= 3.67155 Signif F = .0001
quation Number 1 Dependent Variable.. SUCCES_M
————————————————————— Variables in the Eguation -----=---------==-~-
-Variable - B SE B 95% Confdnce Intrvl B
eta
| _INV_M -.912684 .905246 -2.727593 .902225 -
.204853
| COM_M 1.432142 .821696 -.215259 3.079543
.482944
1 SUP_M -1.206134  .1.061731 -3.334776 .922507 - -
..861999 ) ' S -
T _EXP04 -.465078 .575490 -1.618866 .688711 -
905804
‘T _STRO2 .910542 .614717 -.321892 2.142975
. .677760
ID_GAP_M 3.102194 1.447721 .199688 6.004701
1.009466
DOC_IT_M -.562629 .826262 -2.219186 1.093927 -
790435 -
J ED M -1.571417 1.260803 -4.099175 .956342 -
2.001348
SUFFXDOC .333916 .914083 -1.498710 2.166542
.330703
SDOCUINV .176019 .222988 -.271044 .623083
1.333882
SDOCUCOM -.328981 .209764 -.749533 .091572 -
2.835320 N
SDOCMSUP .365335 .273816 -.183633 .914304
2.933472 :
SDOCITX . _. . .136698 ;147015 -.158049 .431445
1.213078 : B
SDOCITST ~.243002 .154595 -.552947 .066943 -
2.121069
SDOCUDGA -.718894 .361902 -1.444464 .006677 -
5.634910
SDOCITDO .131935 .210833 -.290761 .554631
1.097754
SDOCUEDU .427274 .324463 -.223235 1.077784
3.325696
(Constant) .613846 3.584122° -6.571887 7.799579
——————————— Variables in the Equation -----------
Variable Tolerance VIF T Sig T
U _INV_M .006015 166.255 -1.008 3178
U_COM_M .004233 236.264 1.743 0870
M_SUP_M .003197 312.759 -1.136 2610
IT_EXPO4 .006837 146.254 -.808 4226
IT _STRO2 .006695 149.357 1.481 1444
UD_GAP_M .002453 407.586 2.143 0367
DOC_IT_M .006375 156.869 -.681 4988
U ED M .003331 300.173 —1.246 2180
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SUFFXDOC .010481 95.408 .365 .7163

SDOCUINV .003008 332.423 .789 .4333
SDOCUCOM .002628 380.489 -1.568 .1226
SDOCMSUP .001777 562.747 1.334 .1877
SDOCITX .005047 198.147 .930 .3566
SDOCITST .004717 211.981 -1.572 .1218
SDOCUDGA .001067 = 936.788 -1.986 .0521
SDOCITDO .002791 358.247 .626 .5341
SDOCUEDU .001347 742 .499 1.317 .1934
(Constant) .171 .8647

End Block Number 1 All requested variables entered.

Residuals Statistics:

_-Min Max Mean Std Dev N
* PRED 2.7176 4.7872 3.94490 .3454 72
*RESID -1.1920 .6048 .0000 .3213 72
*ZPRED -3.5501 2.4409 .0000 1.0000 72
*ZRESID  -3.2352  1.6415 .0000 .8721 72
rTotal'Cases'=7' 138
Durbin-Watson Test = 2.05177
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Appendix

FILE NAME : YH17.LST

x x * * MULT IpLE REGRESSION ok &K
IListwise Deletion of Missing Data

Equation Number 1 Dependent Variable..  SUCCES_M

Block Number 1. Method: Enter
U INV_M U_COM M M SUP M IT EXPO4 IT STRO2 UD_GAP M DOC_IT_M

U ED_M
LARGEPRO MORESTRU

variable(s) Entered on Step Number

1.. MORESTRU
2.. U_COM_M
3. LARGEPRO
4. IT STRO2 - Computer Department Adequate In Strength
5.. M SUP_M ; o _ T
6. U _ED M ' o ‘ T
7. IT_EXP04 Computer Department Compency & Experienc -
8. DOC_IT M :
9. UD_GAP_M
10. U_INV_M
Multiple R .63975
R Square .40928
Adjusted R Square .27502
standard Error .38412

analysis of Variance

DF sum of Squares Mean Square
Regression 10 4.49807 .44981
Residual 44 6.49217 .14755
F = 3.04852 Signif F = .0051
---------------------- variables in the Equation ----------=--=------=
.-vVariable o B SE B 95% Confdnce Intrvl B
‘Beta- T . : T - : . .
U_INV_M .187774 .151749 -.118056 .493605 .
.243816
U_COM_M -.009505 .109197 -.229577 .210567 -
, 015532 :
M_SUP_M . .194595 .090701 .011798 .377392
.306401
IT_EXPO4 .025461 .079622 -.135007 .185928
.047116
IT_STROZ -.189399 .092142 -.375099 -.003699% -
.289679
UD_GAP_M .053425 .131728 -.212056 .318907
,070470
DOC_IT_M .068916 .121499 ~-.175948 .313781
.089084
U _ED_M .098583 .159084 -.222030 .419196
.109197

LARGEPRO -7.81821E-09 9.8961E-09 -2.77625E-08 1.21261E-08 -
.113374

MORESTRU .269420 .166605 -.066349 .605190

. 248144
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(Constant) 1.203655 .616513 -.038847 2.446156
——————————— Variables in the Equation ---------=--

Variable Tolerance VIF T Sig T
U _INV_M .345799 2.892 1.237 .2225
U _CcoM_M 421673 2.372 -.087 .9310
M _SUP M .658239 1.519 2.145 .0375
IT EXPO4 .618393 1.617 .320 L7507
IT_STRO2 .675981 1.479 -2.056 .0458
UD_GAP_M .444688 2.249 .406 .6870
DOC_IT_M .544284 1.837 .567 .5734
U ED_M .432376 2.313 .620 .5387
LARGEPRO .651913 1.534 -.790 L4337
MORESTRU .570175 1.754 1.617 .1130
(Constant) 1.952 .0573

End Block Number 1 All requested variables entered.
Equation Number 1 Dependent Variable.. SUCCES_M
Residuals Statistics:

Min - Max Mean Std Dev N

*PRED 3.1202 4.,5216 3.9090 .2886 55
*RESID -1.1759 .5938 .0000 .3467 55
*ZPRED -2.7332 2.1225 .0000 1.0000 55
*ZRESID -3.0612 1.5459 .0000 .9027 55
Total Cases = 138

Durbin-Watson Test = 2.16388

* ok Kk ok MULTIPLE REGRESSION * ok kX
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

Block Number - 1. Method Enter _
U_ INV M U COM M .M _SUP M _IT_ EXP04 IT STROZ UD GAP_ M DOC_IT M

U ED M

LARGEPRO MORESTRU LPINV LPUCOM LPMSUP LPITEX LPITSTR
LPUDGAP

LPITDOC LPUEDU MSUINV MSUCOM MSMSUP MSITX MSITSTR
MSUDGAP

MSITDOC MSUEDU
Variable(s) Entered on Step Number

1.. MSUEDU

2. M_SUP_M

3. LPUCOM

4. U_COM_M

5. IT _STRO2 Computer Department Adequate In Strength
6. IT EXP04 Computer Department Compency & Experienc
7. DOC_IT M

8.. UD_GAP_M

9.. U _INV_M
10.. MORESTRU
11.. LPMSUP
12.. LPITSTR
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13.. U _ED M

14.. LPUEDU

15.. MSMSUP

16.. LPITEX

17.. MSUCOM

18.. MSITSTR

19.. MSITX

20.. MSUINV

21.. LPITDOC

22.. MSITDOC

23.. LPUDGAP

24.. MSUDGAP

25.. LARGEPRO

26.. LPINV
Multiple R .79373
R Square .63001
Adjusted R Square .28645
Standard Error .38108
Analysis of Variance’ : 7

; ' DF Sum of Squares Mean Square
Regression 26 6.92398 .26631
Residual 28 4.06626 .14522
F = 1.83377 Signif F = .0595

Equation Number 1

Dependent Variable.. SUCCES_M
Variables in the Equation

--Variable B SE B 95% Confdnce Intrvl B
Beta

U_INV M -.049163 2.375186 -4.914512 4.816186
.063836

U _COM_M .345127 1.542142 -2.813808 3.504061
.563956

M _SUP_M 1.819567 1.241775 -.724093 4.363227
2.865013 :

IT EXP04 -.326004 1.211777 -2.808217 2.156208
.603287

IT STRO2 -1.830321 1.489189 -4.880787. 1.220145
2.799414 _ o ,
UD_GAP_M -2.738080 2.249457 -7.345883 1.869723
3.611636

DOC_IT M 1.674431 2.061821 -2.549018 5.897879
2.164451

U _ED_M 2.755819 2.074595 -1.493796 7.005435
3.052516

LARGEPRO ~-7.97258E-07 .1968E-07 -1.86178E-06 .67264E-07
11.561264

MORESTRU 1.647654 1.631116 ~-1.693535 4.988844
1.517538 :

LPINV 2.35414E-07 .2464E-07 -1.99036E-08 .90732E-07
14.740239

1,PUCOM 1.57870E-08 .4021E-08 -9.48704E-08 .26444E-07
.777507 ‘ )

LPMSUP -4 .53061E-09 .5455E-08 -1.59093E-07 .50032E-07
.289637

LPITEX -1.34730E-07 ,1862E-08 -2.81933E-07 .24730E-08
8.005067

LPITSTR 1.86840E-08 .8808E-08 -1.22264E-07 .59632E-07
1.086106
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LPUDGAP 4.48281E-08 7.3772E-08 -1.06287E-07 1.95943E-07

2.712261
LPITDOC -3.79577E-08 7.6547E-08 -1.94756E-07 1.18841E-07 -
1.895314
LPUEDU 3 85930E-08 1.0984E-07 -1.86401E-07 2.63587E-07
2.194598 :
MSUINV -.007539 - .623548 -1.284819 1.269740 -
.051775
MSUCOM -.080936 .414475 -.929949 .768078 -
.624657
MSMSUP -.453618 .319716 -1.108526 .201290 -
3.471937
MSITX .112348 . .324899 -.553178 .777875
1.042613 .
MSITSTR .467571 .398504 -.348728 1.283869
3.651489
MSUDGAP .744482 .590194 -.464475 1.953439
5.710070 ’
MSITDOC -.409769 .551706 -1.539887 .720349 -
3.021639
- 'MSUEDU -.748176 .551791  -1.878468 .. .382116 -
'5.207058 L o ST T S
(constant) -3.116008 6.118130  -15.648429 9.416414
——————————— variables in the Equation -----------
Variable Tolerance VIF T Sig T
U_INV_M .001389 719.812 -.021 .9836
U_COM_M .002081 480.566 .224 .8245
M_SUP_M .003456 289.316 1.465 .1540
IT EXP04 .002628 380.554 -.269 .7899
IT _STRO2 .002547 392.600 -1.229 .2293
UD_GAP_M .001501 §66.256 -1.217 .2337
DOC_IT_M .001860 537.568 .812 .4236
U _ED_M .002502 399.624 1.328 .1948
LARGEPRO 2.327E-04  4297.940 -1.534 .1362
MORESTRU .005855 170.800 1.010 .3211
LPINV 2.169E-04  4609.394 1.889 .0693
LPUCOM .001867 535.682 .292  .7723
LPMSUP 5.679E-04  1760.932 -.060 .9525
LPITEX 7.248E-04  1379.661 -1.875 .0713
LPITSTR 8.259E-04  1210.754 .272 .7880
LPUDGAP 6.633E-04  1507.701 _ .608 .5483
LPITDOC" 9.045E-04 - 1105.568 -.496 .6239
LPUEDU 3.387E-04  2952.375 © 35T L7279
MSUINV 7.206E-04  1387.661 -.012 .9904
MSUCOM .001291 774.406 -.195 .8466
MSMSUP .002207 453.171 -1.419 .1670
MSITX .001454 687.986 .346 .7321
MSITSTR .001364 732.961 1.173 .2506
MSUDGAP 6.449E-04  1550.722 1.261 .2176
MSITDOC 7.984E-04  1252.543 -.743 .4638
MSUEDU 8.960E-04 1116.082 . -1.356 .1860
(Constant) -.509 .6145

End Block Number 1 All requested variables entered.
Residuals Statistics:

Min Max Mean Std Dev N
*PRED 2.7098 4.9862 3.9090 .3581 55
*RESID -.6442 .5586 .0000 .2744 55
*ZPRED -3.3490 3.0082 .0000 1.0000 55




*ZRESID -1.6905 1.4658 .0000 .7201 55

Total Cases = 138

Durbin-Watson Test = 2.22270




Appendix Zh.

FILE NAME : YH19.LST

* ok kK MULTIPLE REGRESSION * ok
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter

U INV M U_COM M M_SUP_M IT_EXP04 IT_STR02 UD_GAP M DOC_IT M
U_ED M

MORESTRU SUFFXDOC
Variable(s) Entered on Step Number

1.. SUFFXDOC
2. IT EXP04 Computer Department Compency & Experienc
3. M_SUP_M
4. U ED M
5. IT STRO2 Computer Department Adequate In Strength
6.. U_INV_M _ o R
7.. MORESTRU S e
8.. UD_GAP_M
9. DOC_IT M
10. U_COM_M
Multiple R .73623
R Square .54203
Adjusted R Square .44857
Standard Error .32288

Analysis of Variance .
DF Sum of Squares Mean Square

Regression 10 6.04596 .60460
Residual 49 5.10825 .10425
F = 5.79948 Signif F = .0000

Equation Number 1 Dependent Variable.. SUCCES_M

‘Residuals Statistics:

Min Max Mean Std Dev N

*PRED 2.9139 4.8965 4.,0283 .3201 60
*RESID -1.1281 .5889 .0000 .2942 60
*ZPRED -3.4813 2.7120 .0000 1.0000 60
*ZRESID -3.4940 1.8240 .0000 .9113 60
Total Cases = 138

Durbin-Watson Test = 1.88940

* ok ok ok MULTIUPLE REGRESSION *ok ok

Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

Block Number 1. Method: Enter

U INVM U COMM M SUP M IT EXP04 IT_STRO2 UD_GAP_M DOC_IT M
U ED M
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MORESTRU SUFFXDOC MSUINV MSUCOM MSMSTP MSITX MSITSTR

MSUDGAP
MSITDOC MSUEDU SDOCUINV SDOCUCOM SDOCMSUP SDOCITX SDOCITST

SDOCUDGA
SDOCITDO SDOCUEDU

Variable (s) Entered on Step Number

1.. SDOCUEDU
2 IT _EXP04 Computer Department Compency & Experienc
3 M_SUP_M ’
4.. . IT STR02 Computer Department Adequate In Strength
5.. UD_GAP_M
6 U _INV_M.
7 MORESTRU
8.. DOC.IT M
9.. U_COM_M
10.. SUFFXDOC
11.. SDOCITX
12.. U ED M
13.._ _MSITSTR
14,0 MSUCOM
15... ~ SDOCITST
16.. MSITX
17.. SDOCMSUP : -
18.. MSITDOC ‘
19.. MSMSUP
20.. MSUEDU
21L.. SDOCITDO
22.. MSUINV
23.. SDOCUCOM
24.. SDOCUDGA
25.. SDOCUINV
-26.. MSUDGAP
Multiple R .86228
R Square .74353
Adjusted R Square .54147
Standard Error .29443

Analysis of Variance

- . DF Sum of Squares Mean Square
Regression - 26 o 8.29351 .31898 ~ 7 °
Residual 33 2.86069 .08669
F = 3.67966 Signif F = .0003
Equation Number 1  Dependent vVariable.. SUCCES_M
—————————————————————— Variables in the Equation ------=--=-=---------
--Variable B SE B 95% Confdnce Intrvl B
Beta ’

U_INV_M -1.960049 1.550016 -5.113582 1.193483 -
2.581537

U_COM_M 2.154637 1.207090 -.301206 4.610480
3.961845 '
M_SUP_M -3.221283 1.787976 -6.858947 .416381 -
5.616283

IT _EXP04 -.038445 .778769 -1.622861 1.545972 -
.077090

IT STROZ2 .616215 .744921 -.89%9334 2.131771
1.122066
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UD_GAP M 2.870104 2.260821 -1.729570 7.469779
3.963167

DOC_IT M -.225276 1.013148 -2.286542 1.835990
.335032

U ED M -.418300 1.691424 -3.859527 3.022927
.499618 .

MORESTRU .641649 2.069886 -3.569565 4.852862
.667582

SUFFXDOC -.772503 1.594819 -4.017186 2.472180
.822536

MSUINV .7873920 .499864 -.229061 1.804901
5.981976

MSUCOM -.157204 .375089 - -.920328 .605919
1.389265

MSMSUP -.223022 .282187 -.797135 .351091
1.933082

MSITX -.290976 .231334 -.761628 .179677
2.757025

MSITSTR -3.03548E-04 .229394 -.467010 .466403
.002646
. MSUDGAP .559874 TT.,442007 -.339397 - “1.459144
4.852355 o : - ' B .
MSITDOC .061561 .298822 -.546397 .669519
.548014

MSUEDU -.931078 .367311 -1.678379 -.183778
7.641543

SDOCUINV -.393558 .449117 -1.307294 .520177
3.206437

SDOCUCOM -.300899 .362966 -1.039358 .437561
2,740313

SDOCMSUP 1.063531 .369809 .311148 1.815914
9.722310

SDOCITX .303387 .191538 -.086300 .693075 -
2.882775 ’

SDOCITST -.169000 .205601 -.587298 .249297
1.563746

SDOCUDGA -1.188513 .416683 -2.036260 -.340766
10.078823 - - . #
SDOCITDO -.033902 .290446 -.624818 .557014
.311674 : o
SDOCUEDU .998546 ~.410181 " .164026 1.833067
7.876363 . o T o
(Constant) 4.021258 6.261990 -8.718856 16.761372
Equation Number 1 Dependent Variable.. SUCCES M
——————————— Variables in the Equation -----------

Variable Tolerance VIF T Sig T

U_INV_M .001865 536.262 -1.265 2149

U_COM_M .001578 633.881 1.785 0835

M_SUP_M 7.998E-04  1250.388 -1.802 .0807

IT_EXPO04 .003187 313.778 -.049 9609

IT_STRO2 .004224 236.739 827 4141

UD_GAP_M 7.974E-04 1254.016 1.269 2131

DOC_IT M .003423 292.125 -.222 .8254

U_ED_M .001904 525.154 -.247 8062

MORESTRU .001676 596.745 310 7585

SUFFXDOC .002695 371.034 -.484 6313

MSUINV 5.396E-04 1853.148 1.576 1245

MSUCOM 7.073E-04 1413.807 -.419 6778

MSMSUP .001299 769.770 -.790 4350

MSITX .001618 618.199 -1.258 2173




MSITSTR .001944 514.381 -.00%L .9%90
MSUDGAP 5.296E-04 1888.277 1.267 .2141
MSITDOC .001098 910.494 .206 .8380
MSUEDU 8 .552E-04 1165.339 -2.535 .0162
SDOCUINV 5.805E-04 1722.773 -.876 .3872
SDOCUCOM 7.113E-04 1405.959 -.829 .4131
SDOCMSUP 6.800E-04 147C.537 2.876 .0070
SDOCITX - .002346 426.206 1.584 .1227
SDOCITST .002147 465.680 -.822 .4170
SDOCUDGA 6.224E-04 1606 .586 -2.852 .0074
SDOCITDO 001090 917.392 -.117 .9078
SDOCUEDU 7.424E-04 1346.942 2.434 .0205
(Constant) i ' a .642 .5252

End Block Number 1 All requested variables entered.

Residuals Statistics:

Min Max Mean Std Dev N
*PRED 2.6088 4.,8568 4.0283 .374% 60
*RESID - —;557115‘”f3272 '?0000 - .2202 60
*ZPRED -3.7861 2.2097 ..0000° 1.0000 60
*ZRESID -1.8581 1.1112 .0000 .7479 60
Total Cases = 138

Durbin-Watson Test = 1.68736
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Appendix ZB

FILE NAME : YH20.LST )
* ok kX MULTIZPL E REGRESSION * ok kK
Listwise Deletion of Missing Data
Equation Number 1 Dependent variable. . SUCCES_M
BRlock Number 1. Method: Enter

U INV.M U_COM M M SUP M IT _EXPO4 IT STRO2 UD_GAP_M DOC_IT M
U_ED_M

ILARGEPRO MORESTRU SUFFXDOC

variable (s) Entered on Step Number

.. SUFFXDOC
2. M _SUP_M
3. MORESTRU
4. LARGEPRO
5.. UD_GAP_M ,
- 6., IT STRO2 ' Computer Department . Adequate In Strength
7. IT_EXP04 - Computer Department'CompenCY & Experienc
8. DOC_IT M :
9. U_ED M
10. U_INV_M
11. U_COM_M : - i
Multiple R .62271
R Square .38777
Adjusted R Square .13834
Standard Erroxr .38088

Analysis of Variance

DF Sum of Squares Mean Square

Regression 11 2.48080 .22553
Residual 27 3.91684 .14507

F = 1.55463 Signif F = .1697

Equation Number 1-  Dependent Variable.. SUCCES_M

B ittt variables in the Equation ------- S e
--Variable B SE B 95% Confdnce Intrvl B
Beta

U_INV_M -.374209 .250074 -.887319 .138901 -
.486556

U _CoOM_ M .231637 .210088 -.199427 .662702
365584

M_SUP_M .170361 .127766 -.091793 .432514
.289026

IT _EXPO4 .036099 .092014 -.152698 .224897
.074125

IT_STROZ2 -.147844 .117629 -.389198 .093511 -
.245858

UD_GAP_M .249755 .180173 -.119930 .619440
.359593

DOC_IT M -.066701 .186704 -.449786 .316384 -
.090121

U _ED_M .017152 .197455 -.387992 .422297
.020746
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ARGEPRO 4.66517E-09 1.4038E-08 -2.41379E-08 3.34682E-08

064228

IORESTRU .220489 .232428 -.256413 .697391

223723

S UFFXDOC .131253 .175558 -.228962 .491469

144640 .

‘Constant) 2.053621 - .875067 .258132 3.849111

——————————— variables in the BEquation -----------

Jariable Tolerance VIF T Sig T

I_INV_M .214475 4.663 -1.496 .1462

J COM_M .206250 4.848 1.103 .2799

M_SUP_M .482600 2.072 1.333 .1935

IT EXP04 .635203 1.574 .392  .6979

IT_STR02 .592596 1.687 -1.257 .2196

UD_GAP_M .336961 2.968 1.386 .1770

DOC_IT_M .356340 2.806 -.357 .7237

U _ED M .397564 2.515 .087 .9314

LARGEPRO .607083 1.647 .332  .7422

MORESTRU .407690 2.453 .949 .3512

SUFFXDOC =~ =~ .605834 ~1.651 7 =748 . .4611

(Constant) - B T . 20347 .0265

Equetion Number 1 Dependent Variable.. SUCCES_M : -

Residuals Statistics: -
Min Max Mean Std Dev N

*PRED 3.4364 4.6740 3.9742 .2555 39

*RESID -1.1060 .6776 .0000 .3211 39

*ZPRED -2.1048 2.7388 .0000 1.0000 39

*ZRESID -2.9038 1.7792 .0000 .8429 39

Total Cases = 138

Durbin-Watson Test = 2.20925

* ok Kk ok MULTIPLE REGRESSION * ok ok K
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. SUCCES_M

‘Block Number 1. . Method . Enter Lo S

U_INV_ M U COM ‘M 'M_SUP_] M IT_ | EXP04 IT STR02 UD;GAP_MADOC_IT;M -
U_ED M ' o

LARGEPRO MORESTRU SUFFXDOC LPINV LPUCOM LPMSUP LPITEX
LPITSTR

LPUDGAP LPITDOC LPUEDU MSUINV MSUCOM MSMSUP MSITX
MSITSTR

MSUDGAP MSITDOC MSUEDU SDOCUINV SDOCUCOM SDOCMSUP SDOCITX
SDOCITST

SDOCUDGA SDOCITDO SDOCUEDU

Equation Number 1 Dependent Variable.. SUCCES_M

vVariable(s) Entered on Step Number

SDOCUEDU

M_SUP_M

LARGEPRO

. IT STR02 Computer Department Adequate In Strength
. IT EXPO4 Computer Department Compency & Experienc
U _INV_M

MORESTRU

.

PR T IS PO S )
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8.. DOC_IT M

9.. UD_GAP_M
10. . SUFFXDOC
11.. U _COM_M
12.. LPITSTR
13.. LPITEX
14.. U_ED M
15.. MSUCOM
16.. MSMSUP
17.. SDOCITDO
18.. MSITX
19.. SDOCITX
20. . MSITSTR
21.. SDOCUDGA
22.. SDOCITST
23.. MSUEDU
24.. SDOCMSUP
25. . SDOCUINV
26. . MSUDGAP
27.. . LPMSUP
28.. "LPUDGAP
29.. "MSUINV *
30.. SDOCUCOM
Multiple R .95565
R Square .91327
Adjusted R Square .58804
Standard Erxror .26336
Analysis of Variance
) DF sum of Squares
Regression 30 5.84279
Residual 8 .55485
F = 2.80808 Signif F = .0647
---------------------- Variables in the Equation
--Variable - B SE B
Beta
U_INV_M -6.227886 5.333445 -18.526820
8.097659. R o :
" U_COM_M - 4.804367 - 5.201545 =7.190206 -
7.582536
M_SUP_M -6.023596 4.413604 -16.201375
10.219373
IT_EXPO4 -2.402702 1.497154 -5.855141
4.,933620
IT_STRO2 4.483818 2.526166 -1.341525
7.456420 -
UD_GAP_M' 7.278281 4.811187 -3.816324
10.479130
DOC_IT M -2.546127 2.163663 -7.535537
3.440092
U_ED M -4.230738 4.583058 -14.799278
5.117059
L.ARGEPRO -5.24782E-07 3.3669E-07 -1.30119E-06
7.224939
MORESTRU -2.203872 2.823540 -8.714961
2.236198
SUFFXDOC -3.167016 4.,925492 -14.525208
3.490031
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Mean Square

.19476
.06936

95% Confdnce Intrvl B

6.071048 -
16.799139°
4.154183 -
1.049736 -
10.309162
18.372887
2.443284 -
6.337802 -
2.51624E-07 -
4.307216 -

8.191177 -




MSUP 1.33524E-07 1.1978E-07 -1.42689E-07 4.05725E-07
428382
TTEX ~1.16140E-07 1.2917E-07 _4.14003E-07 1.81724E-07 -
670904
>ITSTR -4.94879E-08 5.4304E-08 _1.74713E-07 7.57373E-08 -
727361 .
SUDGAP 1.68112FK-07 1:2439E-07 _1.18727E-07 4.54951E-07
.281434
SUINV 2.271512 .862643 .282256 4.260768
5.984239
SUCOM -1.975201 .731438 -3.661898 -.288505 -
6.476780
SMSUP .597277 .516804 -.594473 1.789027
.689951 _
SITX 1.045492 .459568 -.014272 2.105255 -
1.079563
SITSTR -1.248602 .524311 -2.457665 -.039539 -
1.080598
SUDGAP .278604 .861692 -1.708459 2.265666
.345935
ISUEDU ~ 7~ -.554326 .712271 -2.196824 1.088173 -
..336240 S o T T e .
DOCUINV -.806635 1.125820 -3.402778 1.789507 -
;. 604588
SDOCUCOM .828580 1.066806 -1.631476 3.288637
7.307500 )
SDOCMSUP .923165 .793029 -.905563 2.751892
3.237668
3DOCITX -.394368 .344572 -1.188953 .400216 -
1,.177678
SDOCITST .035029 .537391 -1.204194 1.274253
.325969
SDOCUDGA -2.065470 .600954 -3.451270 -.679670 -
17.659113
SDOCITDO .706372 .566852 -.600789 2.013533
5.842855
SDOCUEDU 1.628367 .914793 -.481146 3.737880
12.236693
{Constant) 24.518197  21.087916 -24.110575 73.146969
———————————— vVariables in the Equation -----------
variable Tolerance VIF T Sig T )
U_INV_M 2.254E-04  4435.920 -1.168 2765 -
U COM M 1.609E-04 6216.585 .924 .3827
M_SUP_M 1.934E-04 5171.947 -1.365 .2095
IT EXP04 .001147 871.755 -1.605 .1472
IT STRO2 6.143E-04  1627.8867 1.775 .1138
UD_GAP_M 2.259E-04  4426.165 1.513 1688
DOC_IT M .001269 788.297 -1.177 2731
U ED_M 3.528E-04  2834.325 -.923 .3829
LARGEPRO 5.045E-04 1981.983 -1.559 .1577
MORESTRU .001321 757.122 -.781 .4575
SUFFXDOC 3.680E-04 2717.614 -.643 5382
LPMSUP 2_.441E-04  4096.082 1.115 .2973
LPITEX 1.969E-04 5077.534 -.899 .3948
LPITSTR .001210 826.193 -.911 .3888
LPUDGAP 2.299E-04  4350.293 1.352 .2135
MSUINV 2.942E-04  3398.963 2.633 0300
MSUCOM 2.912E-04  3434.052 -2.700 .0271
MSMSUP 6.583E-04  1519.030 1.156 .2811
MSITX 4.571E-04  2187.929 2.275 .0525




[TSTR 5.007E-04 1997.042 -2.381 .0444
JDGAP 2.059E-04 4856.152 .323 L7547
JEDU 3.492E-04 2863.635 -.778 .4588
DCUINV 1.276E-~04 7838.004 -.716 L4941
DCUCOM 1.225E-04 8165.255 777 .4597
DCMSUP 2.165E-04 4619.121 1.164 L2779
DCITX 8.137E-04 1229.014 -1.145 .2855
OCITST 4.,335E-04 2306 .759 .085 .949%
OCUDGA 4.107E-04 2435.075 -3.437 .00839
OCITDO 4.931E-04 2027.930 1.246 .2480
OCUEDU 2.294E-04 4359.125 1.780 .1129
onstant) 1.163 .2785
—————————————————————— Variables not in the Equation --------------
Variable Beta In Partial Tolerance VIF Min Toler
Sig T -

INV 28.888465 .781736 6.351E-05 15745.947 6.351E-05
317 .0128
TUCOM 16.200030 .432546 6.183E-05 16173.625 4.139E-05
269 .2449
I TDOC 6.342414 .197165 8.381E-05 11931.3195 8.381E-05
357 .11l . o . :
UEDU .-.007675 -.000227 7.594E-05 13167.848 4.690E-05
01 .9995 ' B
I TDOC 6.791289 .170901 5.492E-05 18207.801 5.492E-05
.59 .6602
1d Block Number 1 Tolerance = 1.00E-04 Limits reached.
.siduals Statistics: -

Min Max Mean Std Dev N
ORED 2.8673 5.0160 3.9742 .3921 39
RESID -.3603 .2726 .0000 .1208 39
ZPRED -2.8230 2.6568 .0000 1.0000 39
ZRESID -1.3680 1.0353 .0000 .4588 39
>tal Cases = 138

= 8

irbin-Watson Test

2.2178

248




Appendix ZC

E NAME : Inter iv.lst

ko kK MULTIPLE REGRES S TITON * ok Kk %
stwise Deletion of Missing Data

lation Number 1 Dependent Variable.. SUCCES_M

riable (s) Entered on Step Number

1.. GH
2. D
3. C
4., B
5. B
6. F
7. A
8. H
9.. G .
10 DE s _ ' . S -
11. BC ‘ ' ' o ' '
12. DG
13.. CE
14.. BE
15.. BH
16.. AG
17.. CH
18.. DF
19.. EH
20.. BD
21.. AE
22.. CD
23.. EG
24.. AB
25.. FH
26. . AF
27.. BG
28.. EF
29.. FG
30... - .DH .
3%.. AD
32.. CF i
33.. AC
34.. BF T - - - -
35.. CG
36.. AH
yuation Number 1 Dependent Variable.. SUCCES M
i1ltiple R .85887
Square .73765
jjusted R Square .63824
tandard Error .33802

nalysis of Variance

DF Ssum of Squares Mean Square
egression 36 30.52096 .84780
esidual 95 10.85473 .11426
= 7.41993 Signif. F = .0000
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quation Number 1 Dependent Variable.. SUCCES_M
———————————————————————— Variables in the Equation ------------=7777700

.-Variable B SE B g5% Confdnce Intrvl B
3eta

\ .807592 .699285 ~-.580665 2.195849

L 003637

3 .293854 LA72682 - . .44537 1.232245
.439693

C ~.083357 .559939 -1.194977 1.028263 -
.114294

D ~.515353 .369124 -1.248158 .217452 -
.819190 :

) .965730 .387943 .195565 1.735895
1.642313 -

F -.010573 .689087 -1.378584 1.357438 -
.011875

G .418239 .487651 -.549870 1.386348
.533513

H - -.759320 .656823 -2.063279 544639 -
.838649 ~ . = B T o ‘

AB T -.306432 .097636 -.500263 -.112600 -
2.813430

AC .140615 .140480 -.138274 .419503
1.195271

AD .084216 .120584 -.155174 .323605
.699653 v

AE .003545 .098081 -.191171 .198261
.029401 '

AF ~.078171 .154022 -.383943 .227600 -
.607643

AG .318246 .153208 .014090 .622403
2.285406

AH -.252050 .176223 -.601896 .097797 -
1.834999 '

BC .234755 .117202 .002080 .467429
2.113962

BD .108245 .081445 -.053443 .269933
.977414

BE -.048436 .097692 -.242379 .145506 -
.420747 - :

BF _. =.173600 T .142821 -.457136 .109936 - -
1.456862

BG -.087158 .109943 -.305423 .131108 -
.670601 - B

BH .197026 .145245 -.091321 .485373
1.528059

CDh -.014359 .086272 -.185631 .156913 -
.122294 -

CE -.025566 .055920 -.136581 .085449 -
.228427

CF -.083632 .143045 -.367612 .200348 -
.681841

CcG -.326264 .164134 - .652111 -~4.17768E-04 -
2.424777

CH .094323 .132500 -.168724 .357369
.686733

DE ~-.021875 .055664 -.132382 .088632 -
.199783 :

DF -7.41511E-05 .120218 -.238737 .238589 -
5.909E-04 »
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