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ANGGARAN TITIK PELANA FUNGSI TABURAN LONGGOKAN TERTENTU 

ABSTRAK 

Anggaran adalah sangat penting kerana kadangkala adalah tidak mungkin untuk 

mendapatkan perwakilan yang tepat dari fungsi ketumpatan kebarangkalian (FKK) 

dan fungsi taburan longgokan (FTL). Melibatkan untuk benar (tepat) perwakilan 

yang mungkin pengiraan dalam beberapa kes memudahkan rawatan analisis. Dalam 

kajian ini, yang dikenali ekor anggaran, pengiraan kebarangkalian untuk kes 

univariat telah dilanjutkan, termasuk kes bersyarat univariat. Pendekatan pertama 

(jumlah rawak      ) berlaku untuk kedua-dua pemboleh ubah berterusan dan diskret 

(yang dibincangkan dalam perkiraan jumlah rawak Poisson-Chi kuasa dua dan 

pemboleh ubah rawak Poisson-eksponen, yang mempunyai pengedaran yang terus 

menerus, dan rawak diskret jumlah model binomial Poisson-Negatif), termasuk data 

sebenar daripada data. Pendekatan kedua (convolutions Gamma dan pembolehubah 

rawak eksponen    ) juga berlaku untuk lanjutan convolutions ini, yang amat sukar 

untuk diperoleh. Ia juga dopat  membandingkan pengiran eksponen dengan kadar 

yang tepat dan biasa. Kaedah ini digunakan untuk contoh-contoh tertentu, termasuk 

data sebenar diatur dari pembetulan latar belakang untuk Illumina BeadArray. 

Pendekatan ketiga, termasuk perkiraan anggaran bersyarat, menggunakan anggaran 

ganda, walaupun cara ini seolah-olah menjadi sangat sukar untuk didapatkan, jika 

mereka lebih layak. Pertengahan nilai-P telah diturunkan menggunakan saddlppoint 

bersyarat saddlppoint untuk statistik peringkat-tertib untuk dua masalah sampel, 

dengan mempertimbangkan contoh-contoh nyata dari Buku Data Kecil Set. Sebagai 

kesimpulan, kaedah anggaran memberikan pendekatan yang sangat tepat untuk CDF 

dan melampaui pendekatan biasa untuk tiga statistik sulit dan tidak diketahui yang 

dinyatakan di atas. 
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SADDLEPOINT APPROXIMATION TO CERTAIN CUMULATIVE 

DISTRIBUTION FUNCTIONS 

 

ABSTRACT  

Approximations are very important because it is sometimes not possible to obtain an 

exact representation of the probability density function (PDF) and the cumulative 

distribution function (CDF). Even when true (exact) representations are possible, 

approximations, in some cases, simplify the analytical treatments. In this study, the 

known saddlepoint tail probability approximations for univariate cases have been 

extended, to include univariate conditional cases. The first approximation (the 

random sum        is applied to both continuous and discrete variables (will discuss 

approximations within the random sum Poisson–Chi square and Poisson–

Exponential random variables, which have a continuous distribution, and the discrete 

random sum Poisson–Negative Binomial model), including real data from the annual 

maximum daily rainfall data. The second approximation (convolutions of Gamma 

and Exponential random variable,   ) is also applied to the extension of these 

convolutions, which are extremely difficult to obtain. These exponential 

computations are also compared with the exact and normal approximations. This 

method is applied to a real data set from a background correction for Illumina 

BeadArray. The third approximation, including conditional saddlepoint 

approximations, uses the double saddlepoint, although this method seems to be very 

difficult to obtain, even if they are feasible. The mid-P-value was derived using 

conditional saddlepoint approximation for rank-order statistics for two sample 

problems, considering real data. As a conclusion, the saddlepoint methods provide 

very accurate approximation for the CDFs and surpass normal approximation for the 

three difficult and unknown statistics mentioned above.   
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

The meaning of approximation refers, in a particular way, to the representation of 

“something” by “something else” that might be a useful replacement for the 

“something”. 

Approximations are very important because it is sometimes not possible to precisely 

represent such a “something”. Even when a true (exact) representation is possible, 

the approximations sometimes simplify the analytical treatments. In the applied 

problems, approximations are used constantly. For example, many scientific works 

and nearly all statistical analyses are based on mathematical models that are 

essentially approximations. 

Most statistically applied problems depend on approximations to PDFs or CDFs 

derived from asymptotic theory. Exact formulas are rarely obtained in a form that is 

simple enough to be used directly. Typically, the approximations to be used depend 

on certain calculations drawing upon the theory of probability. This theory can be 

combined with asymptotic methods from the analysis and development of asymptotic 

expansions. One such example is the saddlepoint approximation. 

Compared with other asymptotic approximations, saddlepoint approximations 

(Daniels, 1954) have the advantage of always generating probabilities, being very 
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accurate in the tails of the distribution, and being accurate with small samples, 

sometimes even with only one observation. 

Recently, modern statistical methods, such as linear combinations of random 

variables, use models that require the computation of probabilities from complicated 

distributions, which can lead to intractable computations. These linear combinations 

occur in a wide range of fields. Unfortunately, in most cases, a closed, analytic 

expression for the probability distribution function (PDF) and the cumulative 

distribution function (CDF) have difficult and complex calculations; in some of other 

cases, the exact expression is not yet known. 

In this study, saddlepoint approximation methods have been proven to be useful for 

a range of problems, and hence have attracted considerable interest. With possible 

estimations to ensure that the saddlepoint density method integrates to unity over its 

support, the accuracy of the approximation can sometimes be improved. In certain 

cases, this function can even reproduce the exact density.  

 The background of the study, problem identification, objectives of the study, 

significance of the study, scope of the study and organization of the thesis are 

presented in this chapter. 

 

1.2  Background of the study  

The need to analyze distributions of linear combinations of random variables arises 

in many fields of research, such as biology, seismology, risk theory, insurance 

application and health science. A mathematically linear combination is expressed as 

shown in the expression below: 
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Here, a set of coefficients,    through    is available, that are multiplied by the 

corresponding variables,    through   . The first term,    times   , is added to    

times   , and so on, up to the variable    (Ali and Obaidullah, 1982). 

This process can be expressed as the sum of i          of the terms    times   . 

The selection of the coefficients    through    very much depends on the application 

of interest and the types of scientific questions that are addressed. 

 

1.3  The linear combination of random variables 

This study, discuss saddlepoint approximations to cumulative distribution functions 

for the linear combination of random variables (1.1) in three different cases, as 

presented below. 

 

1.3.1  The linear combination of the sum of independent random variables when 

  is a random variable  

The distributions considered in this study result from the combination of two 

independent distributions in a particular way. When all     , this process is termed 

“generalization” by some authors (Johnson et al., 2005), though the term 

“generalized” is greatly overused in statistics. This distribution includes the sums of 

independent and identically distributed (i.i.d.) random variables,     , with random 

index  , independent of     ,.   
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Definition 1.1 

Let            be a sequence of independent and identically distributed (i.i.d.) 

random variables with a common distribution      . Let   be a discrete random 

variable that takes the values         and let   
    be independent of  , and    be 

non-negative real numbers. The sum  

                                                       

is called the weighted random sum (Kasparaviciute and Leonas, 2013). 

Such sums have a wide range of applications in branching processes, damage 

processes and risk theory. A common application of the random sum is the total 

claim amount presented to an insurance company, where   is the number of claims 

and the    
    are the individual claims, which are assumed to be independent. 

In general, random sums are extremely difficult to investigate; therefore, 

approximation techniques are frequently employed. Saddlepoint methods overcome 

this difficulty while providing us with an influential tool for obtaining precise 

expressions for distribution functions that are still unknown in the closed form. In 

addition, these methods roughly surpass other techniques, in terms of calculating 

expenses but exceed no other methods, in terms of accuracy. 

This study, discuss as approximations of the unknown difficult random sum Poisson-

Chi square and Poisson-Exponential random variables, which have a continuous 

distribution, and of the random sum Poisson-Negative Binomial random variable, 

which has a discrete distribution.  
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However, the study shows that the saddlepoint approximation method is not only 

quick, dependable, stable and accurate enough for general statistical inference but it 

is also applicable without deep knowledge of probability theory. 

 

1.3.2 The linear combination of the sum of independent random variables 

when   is a constant 

Linear combinations of convoluted random variables occur in a wide range of fields. 

In most cases, the exact distribution of these linear combinations is extremely 

difficult to determine, and the normal approximation usually performs very badly for 

these complicated distributions. A better method of approximating linear 

combination distributions involves the additional use of saddlepoint approximation. 

Saddlepoint approximation is able to provide accurate expressions for distribution 

functions that are unknown in their closed forms. This method not only yields an 

accurate approximation near the centre of the distribution but also controls the 

relative error in the far tail of the distribution.  

Definition 1.2 

The probability distribution of the sum of two or more independent random variables 

is the convolution of their individual distributions. Consider the sum of two 

independent random variables,   and  . The distribution of their sum,      , is 

the convolution of these random variables. Now, let            be i.i.d. random 

variables and             be numbers. Thus, the random variable  

                               
 
                            (1.3) 

is called the linear combination of the convolution random variable. 
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This study, derive the saddlepoint approximation of the convolution        where 

    and     are real constants and  ,   denote Gamma and Exponential random 

variables, respectively, while being distributed independently of each other. Then, 

the study discusses the generalization of this convolution, which is a linear 

combination of the convolution Gamma–Exponential, which in turn is still unknown 

and extremely difficult to obtain. The associated saddlepoint approximation CDFs  

are derived. The plots for the CDFs and some measures of spread and central 

tendency for the new distribution are also given. 

 

1.3.3 The linear combination of sum of independent Bernoulli random 

variables when   is a constant and    are scores 

The approximation for the distribution function of a test statistic is extremely 

important in statistics. Many statistical procedures that are applicable to the two 

sample problems are based on the rank order statistics for the combined samples, and 

many commonly used two-sample rank tests act as a linear combination of certain 

indicator Bernoulli random variables for the combined ordered samples.  

For the approximation presented in this study, a saddlepoint formula is proposed 

assuming               are given constants called weights or scores and      are 

Bernoulli variables. 

Definition 1.3 

Let             and             be two independent random samples drawn from 

populations with the continuous cumulative distribution functions    and   , 

respectively. Let      ; then, the statistic  
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                                                   (1.4) 

is called a linear rank statistic, where the {   } are given constants called weights or 

scores,       if the     sampled value in the combined ordered sample is   and  

       if it is   (Gibbons and Chakraborti, 2003). It is noteworthy to mention that 

the statistic    is a linear combination of independent indicator Bernoulli random 

variables     . 

This study examines mid-P-values from the null permutation simulations 

distributions of tests based on the rank-order statistics for the combined two samples. 

The permutation simulations may lead to intractable computations apart from small 

values for the sample size, and the normal approximation may not result in the 

desired accuracy, particularly when the sample size is small. Saddlepoint 

approximation can be used to overcome these problems. This method results in a 

highly accurate approximation without placing constraints or guidelines on the 

values of the sample sizes. 

In the three cases of linear combinations involving random variables presented 

above, the study used the saddlepoint approximation formula proposed by Daniels 

(1954, 1987) that has the type developed by Lugannani and Rice (1980) to 

approximate these unknown difficult statistics based on their moment generating 

functions, which can be performed using theorems related to these unknown 

statistics. Then, the study derived the saddlepoint equations that, in some cases, can 

be solved using numerical methods. By performing some calculations and applying 

saddlepoint formulas, the cumulative distribution function CDF and probability 

density function PDF can be obtained for these unknown difficult statistics. 

Subsequently, the study finds the exact distributions using simulation methods and 
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the mean square error (MSE) to investigate the performance of the saddlepoint 

approximation for the linear combination models in the three different cases. 

 

1.4 Problem identification  

To estimate the unknown distribution of CDFs in the linear combination of random 

variables, the saddlepoint approximation method is used. The identification of the 

problem is based on three different cases as follows:  

(1) The random sum distribution plays a key role in both probability theory and 

its applications in biology, seismology, risk theory, meteorology and health science. 

The statistical significance of this distribution arises from its applicability to real-life 

situations, in which the researcher often observes only the total amount, say   , 

which is composed of an unknown random number   of random contributions, 

say     .  

In health science, the random sum plays a very important role in many real-life 

applications. For example, let the number of hotbeds of a contagious disease follow a 

Poisson distribution with a mean of  , and let the number of sick people within the 

hotbed follow a Negative Binomial distribution. If the goal is to find the probability 

that the total number of sick people is greater than 70, then the total number of sick 

people within the hotbed is 

       
 
                                                       (1.5) 

where                            and              . 
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Another practical application of the random sum is the number of times that it rains 

in a given time period, say  , which has a Poisson distribution with mean  . If the 

amount of rain that falls has an Exponential distribution and if the rain falling in that 

time period is independent of     then the total rainfall in the time period is 

       
 
                                                            (1.6) 

where                   and               . 

 In fact, the total amounts of the random sums             are composed of an 

unknown random number   of other random contributions, say   or   which are 

very complex to analyze. In most cases, the distribution of the random sum is still 

unknown; in other cases, it is already known but is too complex for the computation 

of the distribution function, which often becomes too slow for many problems 

(Johnson et al., 1992). The saddlepoint approximation method can help us gain 

knowledge for these unknown difficult statistical behaviours. 

This study discusses random sum Poisson-Chi square random variables and Poisson-

Exponential random variables as continuous distributions and random sum Poisson-

Negative Binomial random variables as discrete distributions.  

(2)  Saddlepoint approximation plays an important role in helping us gain 

knowledge about unknown difficult distributional behaviours, such as the linear 

combination of random variables. This study discusses the linear combination of the 

Gamma-Exponential distribution. This convolution model is widely used in 

background adjustment methods, including the multiplicative model based 

expression index (MMBE) (Li and Wong, 2001) and the robust multi-array average 

(RMA) method (Irizarry et al., 2003). This convolution model is given by  



10 

 

                                                                        

Assuming that   and   are both independent. Following the RMA model,   is 

assumed to have an Exponential distribution with mean  , and   represents a 

Gamma distribution      .  

The exact distribution of the linear combination is derived when   and  , 

respectively, are Exponential and Gamma random variables and are independent of 

each other. Nadarajah and Kotz (2005) found the exact expression for the CDF, but 

complications arose due to the special functions because the incomplete Gamma, 

complementary incomplete Gamma and error function can lead to intractable 

computations. However, in some cases, numerical computation suggests that this 

finding is incorrect because it differs substantially from the numerical convolution 

(Butler, 2007). 

This thesis investigates the saddlepoint approximations of the convolution      , 

where     and     are real constants and  ,   denote Gamma and Exponential 

random variables, respectively, and are independently distributed. However, it 

discusses the linear combination of this convolution (i.e., its extension to convolution 

for Gamma - Exponential random variables), which is unknown and is extremely 

difficult to obtain. 

(3) Hypotheses testing is one of the most important challenges in manipulating 

nonparametric statistics. Various nonparametric statistics have been proposed and 

discussed over the course of many years. Many statistical procedures that are 

routinely used in empirical science require the computation of P-values. The 

methods used to determine P-values from the null permutation distributions are 
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normal approximations and permutation simulations. Permutation simulations are 

very difficult to obtain, even apart from the small values for the sample size. Normal 

approximations may lead to inaccurate results, particularly when the sample sizes are 

small. In such cases, the exact P-value must be estimated using an approximation 

method. For the approximation presented in this study, the saddlepoint formule 

proposed by Daniels (1954, 1987) and the type developed by Lugannani and Rice 

(1980) are used. 

 

In this study, linear combinations of the rank-order statistics for the two sample 

problems are considered, assuming              are given constants called 

weights or scores and      assumes a Bernoulli distribution. 

 

 

1.5  Objectives of the Study 

The objectives of the study are as follows: 

(1) To develop new estimators (CDFs) using saddlepoint approximations for the 

following random sums: 

i. Poisson-Chi square random variable, which has a continuous distribution.  

ii. Poisson-Negative Binomial random variable, which has a discrete distribution.      

(2) To derive the saddlepoint approximation (CDFs) of the convolutions: 

i.      , where     and     are real constants and  ,   denote Gamma and 

Exponential random variables, respectively, and are distributed independently of 

each other. 

ii. The linear combination of Gamma - Exponential convolution (i.e., an extension 

of the convolution Gamma - Exponential random variables). 



12 

 

(3) To find the mid-P-value using saddlepoint approximation for the linear 

combinations of rank-order statistics for the two sample problems. 

 

1.6  Significance of the Study 

Modern statistical methods use models that require the computation of probabilities 

from complicated distributions, which can lead to intractable computations, such as 

the linear combinations of random variables in the three different cases described in 

Section 1.5. These strategies have been widely used in many applications.  

The difficulty of determining the exact CDF distributions for the sum of independent 

random variables appears in many applied problems. Three suggestions for 

computing the CDF are as follows: 

(1) Use an empirical distribution, 

(2) Use a normal approximation, 

(3) Use a saddlepoint approximation. 

Option (1) may lead to intractable computations apart from the small values of the 

sample size, and option (2) may not result in the desired accuracy, especially when 

the sample size is small. The saddlepoint option (3) is examined in this study and is 

shown to result in highly accurate approximations, which are accurate to the tails of 

the distribution. Further, option (3) is shown to be accurate with small samples, 

sometimes with only one observation. Another advantage of saddlepoint methods is 

that the required computational times are essentially negligible compared with those 

of simulations. 
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1.7  Scope of the study  

In this study, the problem of finding the exact CDFs in the linear combinations of 

random variables in the three different settings is examined. Saddlepoint 

approximations are used to solve this problem from three different angles, such as 

hypothesis testing, random sums and convolutions of random variables, to 

investigate the performance of the saddlepoint approximation method in many 

different fields. 

 

1.8  Organization of the thesis 

An overview of the saddlepoint approximations and of the linear combinations of 

random variables in three different settings to address the problem of calculating 

exact CDFs for these linear combinations is given in Chapter 2. In this study, new 

estimators are developed. The development of these new estimators and their 

properties are presented in Chapter 3. Some real applications and numerical 

comparisons between these estimators and other estimators, such as normal 

approximations, are performed to investigate the performance of the new estimators, 

as presented in Chapter 4. New saddlepoint estimators’ performances with exact and 

normal approximations are discussed in Chapter 5. Chapter 6 provides a summary 

and conclusion of the study.  
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CHAPTER 2 

LITERATURE  REVIEW 

 

2.1 Introduction 

This chapter presents the problem of approximating the density or distribution 

function of a statistic that has a great practical importance. Saddlepoint 

approximations can be obtained for any statistic that recognizes a cumulant-

generating function (CGF). In principle, knowledge of the CGF allows us to obtain 

the density and distribution functions using saddlepoint approximation theorems. 

However, in practice, the complexity of the associated integration can make it very 

costly (or impossible) to obtain an exact analytic result.  

Saddlepoint approximation was introduced to statistical science by Daniels (1954) as 

a means of obtaining a very accurate approximation of the density of the mean of a 

sample of independent and identically distributed observations.  

Saddlepoint methods provide approximations for densities and probabilities that are 

very accurate in a wide variety of settings. This accuracy is observed in numerical 

calculations. The resulting approximation is often more accurate than a normal 

approximation or even other methods of approximation. 

This chapter is designed to describe an elementary motivation of the basic 

saddlepoint approximation technique with certain relevant information. So the reader 

may begin using the methods in practical settings with only a minimal theoretical 

understanding. Additionally, this chapter introduces linear combinations of random 

variables in three different settings (random sums, linear combinations of the 
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convolutions of random variables and hypothesis testing). It also discusses the 

properties, such as the mean, variance, the moment generating function (MGF) and 

the probability generating function (PGF), of these linear combinations of random 

variables in the next chapter to better clarify the development of saddlepoint 

approximations. 

 

2.2  Fundamentals of saddlepoint approximations 

Among the many tools that have been developed for use in statistics and probability 

in the history of statistics, possibly the least understood and most important tool is 

saddlepoint approximation. Its importance is due to its capacity to provide 

probability approximations with a very high accuracy, surpassing the level suggested 

by the currently supported theory. Saddlepoint approximations are the least 

understood because of the difficulty of both the approximation methods themselves 

and the research papers and books that have been written on the subject (Butler, 

2007). 

It is noteworthy that Blackwell and Hodges (1959), as well as Barndorff-Nielsen and 

Cox (1979) considered using saddlepoint approximations for densities by expanding 

the complex moment-generating function in a Taylor series about a saddlepoint of 

that function. Although the approximation is very accurate, the formula is very 

complicated and difficult to apply. For this reason and others, this subject is least 

understood and often ignored by most researchers. 

Recently, saddlepoint approximation has been developed and enhanced. This study 

aims to make this subject accessible to the widest possible audience by using 
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graduated levels of difficulty without a deep knowledge of probability theory. In 

addition, it overcome certain problems for estimating CDFs from a different angle 

based on the same formula for saddlepoint approximation as given in Butler (2007), 

who introduced useful discussions on this subject. 

The saddlepoint approximation was introduced into statistics in 1954 by Henry E. 

Daniels. The basic result for approximating the density function of the sample mean 

has been generalized to many situations. The accuracy of this approximation is very 

good. Daniels (1980) explained that the Normal, Gamma and Inverse Normal are the 

only cases for which the renormalized saddlepoint approximation can reproduce the 

exact density in the scalar case. These also happen for Normal and Inverse Normal 

densities without renormalization. 

Lugannani and Rice (1980) proposed a saddlepoint approximation for a cumulative 

distribution function that is very accurate in the tails. Of course, this is of great 

interest in testing problems. Other approaches for approximating the tail areas were 

discussed by Barndorff-Nielsen (1991), and Daniels (1987) who provided a full 

review of this issue.  

Routledge and Tsao (1997) proved that the derivation of Lugannani and Rice’s 

asymptotic expansion for the cumulative distribution function is the same as 

Daniels’s asymptotic approximation for the corresponding density function. A 

comprehensive review of the application of saddlepoint approximations can be found 

in Reid (1988, 1991), as well as Field and Ronchetti (1990), while an extensive 

discussion of saddlepoint methods was provided by Goustis and Casella (1999) and 

Butler (2007). 
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Saddlepoint approximations are constructed by performing various operations on the 

moment-generating function or, equivalently, the cumulant-generating function of a 

random variable. The Moment Generating Function (MGF) of a random variable  , 

is defined as 

                 
                                                                

                 
 

  
                            

        

for all real  , if the expectation is defined (Hogg and Craig, 1978). 

The cumulant-generating function (CGF) is given by 

                                                                                         

 This leads to                                                                                     (2.3) 

 

 

 

2.2.1  Univariate density and mass function for saddlepoint approximation  

Daniels (1954) introduced a saddlepoint formula for the univariate density and mass 

function, assuming that   is a continuous or discrete random variable with (density 

or mass)      with MGF       and CGF      . This saddlepoint approximation for 

     is given as 

      
 

         
                                                          

where          is the unique solution to the saddlepoint equation          and 

primes denote derivatives. The approximation is meaningful for values of   that are 

interior points of             . 
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2.2.2 Univariate saddlepoint approximation for cumulative distribution function 

for a continuous random variable 

Lugannani and Rice (1980) proposed a saddlepoint approximation to the cumulative 

distribution function for a continuous random variable   with CDF  , CGF  , and 

mean   . The saddlepoint approximation for     , as introduced by Lugannani and 

Rice (1980), is  

       

                                            

 

 
 

     

            
                                     

                           

where    and   denote  the  standard  normal  density  and CDF,  respectively,  and 

                                                                                  

are functions of   and saddlepoint    . In this case,    is the implicitly defined function 

of   given as the unique solution to          , and         captures the sign ± for   . 

The bottom expression in Equation (2.5) defines the approximation at the mean of    

or when      . In this case,           ,  and the last factor in the top expression 

of Equation (2.5) is undefined. As    , the limiting value of the top expression is 

the bottom expression (Butler, 2007). 

 

2.2.3 Univariate saddlepoint approximation for cumulative distribution function 

for a discrete random variable  

Daniels (1987) presented two such continuity corrected modifications, which are 

mentioned below, because the discrete CDF approximation must be modified for the 

expressions for the continuous CDF approximation to achieve high levels of 

accuracy, assuming that    has CDF      with supportive integers and mean  . 
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Rather than considering the CDF value     , the right tail probability         or 

the left-continuous function, this value is approximated, which helps avoid what 

would otherwise be difficult notational problems. 

 

2.2.3.1  First continuity correction 

Suppose that     , the interior of the support of   such that the saddlepoint 

equation can be solved at value  . The first approximation is                        

           

                                                                                

 

 
 

 

   
 

     

         
 

 

       
                                               

  

where 

                                                                                    

(Butler, 2007). 

   solves         . The expression for    in Equation (2.8) agrees with Equation 

(2.6) in the continuous setting. In Equation (2.8),     replaces    in Equation (2.6). 

To understand the difference associated with using     instead of   , consider the 

Taylor series expansion, as  

     
      

  
 
      

  
 
      

  
 
      

  
   

                                         
   

 
 
   

 
   

                                             
   

 
 
   

 
   

from the continuous setting and the approximations to the first order,            

then        . 
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However, to the second order,       , which implies that                  . 

Thus, the use of the smaller     in place of    adjusts the tail probability in a direction 

that is consistent with a continuity correction. 

 

2.2.3.2  Second continuity correction 

Define             as the continuity-corrected or offset value of  . The 

second approximation solves the offset saddlepoint equation 

                                                                                

for the continuity-corrected saddlepoint   . Saddlepoint    and value of    are used to 

alter the inputs into the CDF approximation, according to 

                                                                                   

                                                                                       

where                               
 

 
        . 

This leads to the second continuity corrected approximation 

           

                                              
                             

 

 
 

     

            
                                                                       

  

(Butler, 2007). 

 

2.2.3.3  Third approximation 

This approximation is denoted as           and uses Equation        with     from 

Equation        and replaces     with the following: 

                                                                                      

(Butler, 2007). 
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The above approximation is based on the Normal distribution. However, using 

another basis for the distributions is also possible, as in Gamma and Inverse Normal 

distributions.  

Saddlepoint approximations for conditional densities and mass functions are obtained 

for the use of two saddlepoint approximations, one for the joint density and the other 

for the marginal.  

These conditional probability approximations are very important because they 

provide us with alternative methods of computation, perhaps based upon simulation 

methods, despite seeming to be very complex to present or not feasible. For further 

information on the methods of conditioning in statistical inference, see Reid (1991). 

 

2.2.4 Double saddlepoint approximation, conditional density and distribution 

functions 

Let        be a random vector with a distribution in     with          , 

         , and        . Let all components be continuous, and suppose 

that there is a joint density        with support             . The conditional 

density of    at     given        is defined as 

         
      

    
                                                       

The double-saddlepoint density or mass function is 

          
       

     
                                                      

where    is used to indicate a saddlepoint density/mass function and    is the interior 

of the convex hull of the support  . The idea of using two saddlepoint 
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approximations to recover a conditional mass function was introduced by Daniels 

(1958) and was fully elaborated, as in Equation (2.14), by Barndorff-Nielsen and 

Cox (1979). Double-saddlepoint densities given in Equation (2.15) may be expressed 

in terms of the joint CGF of (X, Y), as follows: 

Let        denote the joint CGF for            , where   is open and 

components   and   are associated with   and    respectively. Then, the saddlepoint 

approximation for        is given by Butler (2007) as follow:  

         
 

    
 
               

                                                 

for          . Here, the m-dimensional saddlepoint         solves the set of m 

equations  

                                                                                       

where           is the gradient with respect to both   and  . If           is the 

corresponding Hessian, then the marginal saddlepoint density is given by Butler 

(2007) as below 

       
 

    
  
     

         
   
                                            

where     is the    dimensional saddlepoint that solves 

                                                                              

Here,    is the gradient with respect to the components s  alone and    
  is the 

corresponding Hessian. Also it can be shown that  
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This approximation is practically meaningful if   is an interior point of the 

conditional support for  ,  given    ; see Barndorff-Nielsen and Cox (1979). 

In the full generality of the independence assumption,           can be written as 

             
       

     
 
          

     
                                                         

Equation (2.21) represents the marginal saddlepoint density of  . The double-

saddlepoint density of   given   is the same as the marginal or single-saddlepoint 

density of    This finding could also be explained in terms of the reduction of 

Equation (2.20). 

Under independence, the joint CGF separates into 

                                                         

so that the saddlepoint equations are 

                                                                               

                                                                               

The first of these equations is identical to the saddlepoint equation  

                                                                          

by the uniqueness of saddlepoint solutions,       . Using the same argument, the 

second of these equations reveals that     is the saddlepoint in the marginal 

saddlepoint density      . These facts lead to the single saddlepoint density      . 

  A double-saddlepoint CDF approximation for   given     when dim (     was 

given by Skovgaard (1987). The following notation  

                                                                    

represents the true CDF. 
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The Skovgaard (1987) approximation when   is a continuous variable for 

which          admits a density is 

                                                                  
 

where 

                                                                     

      
           

    
         

                                                      

A discrete probability distribution concentrated on a set of points of the form     , 

where    ,   is a real number and              is called the lattice 

distribution. The number   is called the step of the lattice distribution. If the support 

for   is the integer lattice, then the continuity corrections to CDF, as introduced by 

Skovgaard (1987), should be used to achieve the greatest accuracy. 

 

2.2.4.1  First continuity correction 

Suppose         is the solution to                  required for the saddlepoint. Then, 

                                                                      
 

where 

                                                                      

              
           

    
         

                                             

where   
         is the gradient with respect to   and     is obtaining by solving  

  
          ; see Skovgaard (1987). 
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