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ABSTRACT 
 

 We consider the number of families in Bienayme-Galton-Watson branching processes 
whose size is within a random interval.  We obtain the limit theorems for the number of 
families in the ( 1)n + st generation whose family size within the random interval for non-
critical processes with immigration.  
 
 

1. INTRODUCTION 
 

 Consider a population consisting of individuals able to produce offspring of the same 
kind. Suppose that each individual untill by the end of its lifetime, have produce new 
offsprings with probability independently of the number produced by any other 

individual. The number of individual at time  

k
,kp k ≥ 0

,t ( ) }{0, 0,1,2X t t N∈ = ,... is called the 
Bienayme-Galtan-Watson (BGW) process. 
 

Let }{0, , 0,1, 2,...kiX k N i N∈ = =  be independent and identically distributed random 

variables, taking the values in the set . We define the process 0N ( ),X t ,t N∈  by the 
relation 

( )0 1,X =     ( )
( )

1
1

X t
X t Xti

i
+ = ∑

=
 

 
Here, X ti  denotes the number of descendants of the i th individual existing at time . t
 

Assume at the time of birth of the generation, that is, at time, there is an 
immigration of individuals into the population. Then the BGW process with 
immigration (BGWI) is defined by a sequence of a random variable 

tht
Y t

( )Z t  which are 
determined by the relation 
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( )
( )

1
1

1
z t

ti t
i

Z t X Y +
=

+ = +∑  

where the are independent and identically distributed with common generation 
function 

1 2, ,...Y Y

( ) ( )1

0

Y k
i

k

h u tu P Y k u
∞

=

= = =∑  

and these  are independent of the random variable {'iY s }tiX which have common 

probability generating function ( ) ( )
1

k
X

k

f u u p
∞

=

= ∑ t .Thus the probability generating 

function of ( )1Z t + is 

( ) ( ) ( )1t tg u h u g f u+ = ⎡ ⎤⎣ ⎦                (1) 
 
Now let us consider the independent BGWZ defined by 

( )

( )

( )
1

i t

Z t
W
Z i

i
S tε

=

= ∑  

where  
 

        ( )
1  if ( , )
0 if ( , )

ti L U
i

ti L U

X W W
t

X W W
ε

∈⎧
= ⎨ ∉⎩

    1,2,...i =  

 
for a random interval ( ),L uW W W= .   We assume 'tiX s are iid variables with a common 

cdf and independent from this random interval ( ),L UW W  and ( )Z t . 
 

If we let ( )Z t  to be the number of families including the immigrating one from time 

, then the random variable t ( )
W
Z tS  can now be interpreted as the number of families 

(including families with immigrating parents) living in the ( )1t + st generation who have 

family size within the random interval ( ),L UX X . 
 
 

2. CRITICAL PROCESSES 
 

First we consider the critical process. It is known that (see Jagers [1975]) that if  
( )' 1, ( ) 2''f t σ= < ∞  and     ( )0 ' 1h µ< = < ∞                         (2) f t =  

then ( ) 22 /nZ t tσ converges in the distribution to a random variable with the gamma 
density function 



 

          ( ) 2
2 1

2

1 ,
2

u
xw x x e

u
σ

σ

⎛ ⎞−⎜ ⎟ −⎝ ⎠=
⎛ ⎞Γ⎜ ⎟
⎝ ⎠

 ( )0,u∈ ∞           (3) 

 
Theorem 1: if (2) is satisfied, then 

            ( ) ( )( )2

2
lim t

W
Z

t

S
P z P Z x Z

tσ→∞

⎛ ⎞
⎜ ⎟≤ = ∆ ≤
⎜ ⎟
⎝ ⎠

          (4) 

where Z is a random variable with density function (3) and  
                 ( ) ( ) ( )u Lx G W G W∆ = −                     (5) 

 
Proof:  It is clear that  for fixed ( )Z t  and W ( )

W
Z tS is a Binomial random variable. Thus,  

 

( )( ) ( ) ( )( ),W W
Z t Z tP S j E P S j Z t W⎡ ⎤= = =⎣ ⎦  

           ( ) ( )( ) ( ) ( )1
Z t jjZ t

E x x
j

−⎧ ⎫⎛ ⎞⎪ ⎪= ∆ −∆⎡ ⎤⎨ ⎬⎜ ⎟ ⎣ ⎦
⎪⎝ ⎠⎪ ⎭⎩

.      (6)    

 
We find the Laplace transform of ( ) ( )

W
Z tQ t S : 

( ) ( )( ) ( ) ( )( )
0 0

W
Z t

k jQ t S jQ t

k j

k
E e E e x

j
λ λ

∞
− −

= =

⎧ ⎫⎛ ⎞⎪ ⎪= ∆⎨ ⎬⎜ ⎟
⎪⎝ ⎠⎪ ⎭⎩

∑∑  

( ) ( ) ( ) ( ) ( )( )
0 0

1
j k jjQ t

k j

k
e x x P Z t k B

j
λ

∞ ∞ −−

= =

⎫⎛ ⎞ t ⎪= ∆ −∆ =⎡ ⎤ ⎡ ⎤ ⎬⎜ ⎟ ⎣ ⎦ ⎣ ⎦ ⎪⎝ ⎠ ⎭
∑∑  

 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1

1
0

kQ tQ t Q tE x x e P Z t Q t kQ t B t
k

λ
⎧ ⎫∞ −⎪ ⎪⎡ ⎤ ⎡ ⎤= − ∆ + ∆ =∑⎨ ⎬⎣ ⎦⎢ ⎥⎣ ⎦=⎪ ⎪⎭⎩

 

( ) ( )
0

x yE e dP V gλ∞⎧ ⎫⎪ − ∆→ ≤∫⎨ ⎬
⎪ ⎭⎩

 

( )}{ z xE e λ− ∆=  

by the expression ( )lim 1
wb w ab

w
a ae e

→∞
− + = and thus 

( ) 1log 1 log 1 0
wb w abx a ae x

w w
⎛ ⎞⎛ ⎞− + = + +⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠

10w ab w
w

⎛ ⎞⎛ ⎞= +⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

ab→  

                            
Thus, we have equation (4) by taking into account the limit theorem in (3). 
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3. NON-CRITICAL PROCESSES 
 

 In the supercritical case, when the mean number of offspring 1 m< < ∞ then there 
exists a sequence of consists such that { (tC ) / }tZ t C converges with probability 1 to a 
random variable V (see Jagers [1975]). In this case, if ( )1log ,E I < ∞ then 

and V has an absolutely continuous distribution on ( ) 1P V < ∞ = ( )0,∞ . If 

 then ( )1log ,E I = ∞ ( ) 0P V < ∞ =  
 
Theorem 2: Assume 1 ,m< < ∞ then 
 

( )( ) ( )( )lim W
tZ tt

P S C x P V x x
→∞

≤ = ∆ ≤  
 

where V is as mention in the limit theorem above. 
 
Proof: The proof of this theorem is similar to those for Theorem 1, except we take into 
account the limit theorem for the supercritical case. 
 
For the subcritical case, i.e. 0 1m< < and ( )0 ' 1h µ ,< = < ∞  it is  known that ( )Z t  has 
a proper limit distribution that is 
           ( )( )lim ,kt

P Z t k ρ
→∞

= =  0,1, 2,...k =            (7) 

exist, where  is a probability distribution and the generating function of this 
stationary distribution is 

}{ , 0k kρ ≥

( ) ( ) ( )( )
1

t
t

g u h u h f u
∞

=

= ∏  

and ( )tf u is the generating function of tiX  at time t . 
 
Theorem 3: If 0 m 1< < , then  

( )( )lim W
jZ tt

P S j r
→∞

= =  
 

where is a probability distribution with generating function  jr

( ) ( )( )
0

1j
j

j
r E g x x uµ

∞

=

⎡ ⎤= − ∆ + ∆⎣ ⎦∑  

 
Proof .  We obtain the generating function of ( ) ,

W
Z tS  

( )( ) ( ) ( ) ( ) ( )1 ( |
00

W
Z tS k k j k jjE E u x x P Z t k Z t

jjk
µ

⎧ ∞ ⎫−⎛ ⎞ 0⎪ ⎪= ∆ − ∆ =⎡ ⎤ ⎡ ⎤∑ ∑ >⎨ ⎬⎜ ⎟ ⎣ ⎦ ⎣ ⎦== ⎪⎝ ⎠⎪ ⎭⎩
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0( ) ( ) ( ) ( )
0

1 ( |
k

k
E x x P Z t k Z tµ

∞

=

⎧ ⎫
= − ∆ + ∆ = >⎡ ⎤⎨ ⎬⎣ ⎦

⎭⎩
∑  

 ( ) ( ) }{ 1 ,
z

E x x µ→ −∆ + ∆⎡ ⎤⎣ ⎦  

taking into account of (7). 
 
 

4. ASYMPTOTICS OF MOMENTS 
 

 We conclude the discussion with the remarks on the asymptotic behavior of the same 
moment of the process ( )

W
Z tS . Using (5), we obtain the expected value of ( )

W
Z tS : 

( )
( ) ( ) ( ) ( ) ( )

( )

0

1 |
Z t

j Z t jW
Z t

j

Z t
E S EE j x x Z t W

j
−

=

⎧ ⎫⎛ ⎞
,⎪ ⎪⎡ ⎤ = ∆ − ∆⎡ ⎤ ⎡ ⎤⎨ ⎬⎜ ⎟ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎪⎝ ⎠⎪ ⎭⎩

∑  

                ( ) ( ) ( ) }{ ,EE Z t x Z t W= ∆  

               ( ) ( )}{E Z t x= ∆  

Assuming that ( )Z t  and are independent, differentiating (1), we obtain  

( )( ) 1E Z t tµ= +  
Thus,  

( ) ( ) ( ) ( ) ( )1W
Z tE S E Z t E x t Eµ⎡ ⎤ = ∆ = +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦ x∆  

 
It can be shown that for 1m =  

( ) ( ) ( )2 21 1Var Z t Var Z t t 2µσ σ τ= − + − + +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  

                    ( ) ( )2 2 1
2

t t
t 2σ τ µσ

−
= + + . 

 
The variance of the process then, 

( ) ( ) ( )( ) ( ) ( ) ( ) ( )
2 21 [ ] [ ] ( )W W

Z t Z tVar S EZ t Z t x E Z t x ES⎡ ⎤ = − ∆ + ∆ −⎣ ⎦
 

( ) ( )}{ ( ) ( ) ( ) }{ 1Var Z t x E Z t x x= ∆ + ∆ − ∆⎡ ⎤⎣ ⎦  
 
which simplify to 

( ) ( ) ( ) ( )1 1 1t E x t E xµ µ+ ∆ − + ∆⎡ ⎤⎣ ⎦  

( ) ( ) ( )( ) ( )( )22 2 21
1

2
t t

t tσ τ µσ µ µ
⎡ ⎤−⎛ ⎞

+ + + + + ∆⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

t E x  . 

 
Assuming 1,m ≠ ( )Z t and W are independent, it can be shown that 

( ) 1
1

t
tmEZ t m

m
µ −

= +
−
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and  ( ) ( ) ( )
2( 1)

2( 1) 2 2 2 2
2

1
1

t

t mVarZ t m
m

σ τ τ µ µ
−

− −
= + + − +

−

2
2

0

t
i

t i
i

m S
−

−
=

+∑  

where 
( ) ( )( )2 21 1 2tS EZ t m EZ t mσ µ µ= − − + − + ( )( ) ( )1 EZ t EZ t+ −  

 
Thus, 

( )( ) ( ) ( )W
Z tE S EZ t E x= ∆ and 

( ) ( ) ( )1 11
1 1

t t

W t t
Z t

m mVarS m E x m E x
m m

µ µ
⎡ ⎤⎛ ⎞ ⎛ ⎞− −⎢ ⎥= + ∆ − + ∆⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

 

( ) ( )( )21 1 1 [
1 1

t t

t tm mVarZ t m m E x
m m

µ µ
⎧ ⎫⎛ ⎞⎛ ⎞− −⎪ ⎪+ + + + − ∆⎜ ⎟⎜ ⎟⎨ ⎬⎜ ⎟⎜ ⎟− −⎪ ⎪⎝ ⎠⎝ ⎠⎭⎩

] . 
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